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Technology 2002, the third national technology transfer conference and exposition,
was held at the Baltimore, Maryland, Convention Center December 1-3, 1992.
Opening ceremonies on November 30th, which featured remarks by Maryland
Governor Donald Schaefer and a pre-conference reception, officially kicked off
"National Technology Transfer Week." Technology 2002 shared the spotlight with the
President’s National Technology Initiative (December 1) and Massachusetts Institute
of Technology’s Entrepreneurial Technology Transfer Conference (December 3-5),
highlighting the most comprehensive series of technology transfer events ever.

As Federal technology transfer becomes ever more important to our Nation's
economic prosperity, the Technology 2000 series of conferences continues to lead
the way, bringing together top leaders from government, industry and academia as it
addresses issues vital to the enhancement of our competitive profile in the global
marketplace. Welcoming remarks by NASA Administrator Daniel Goldin and Senator
Barbara Mikulski’s (D-MD) keynote address during Tuesday morning’s opening
agenda further accentuated this point.

This year’'s symposia reflects the importance of cutting-edge technology as a means
to this end. Abstracts submitted from the R&D facilities of the Federal government
and its contractors, addressing technological areas identified as critical by the White
House, produced the most competitive field of technical presentations yet. But the
development of the technology is only part of the solution. Forums on University
technology transfer opportunities and foreign inventions available for U.S. benefit were
conducted, along with briefings detailing existing Federal programs and opportunities
currently available for use by industry, emphasizing the importance of establishing
efficient mechanisms for the effective transfer of these technologies.

We are pleased to provide the Conference Proceedings from this year’s symposia,
during which 120 papers were scheduled for presentation. The Proceedings have
been published in two volumes. Volume One contains the first sixty (60) papers
scheduled for presentation, in order of presentation, while Volume Two contains the
second sixty (60) papers, again in order. In addition, Volume One contains the
complete transcript of Goldin’s welcome and Senator Mikulski’s address.

For information regarding additional sets of the Proceedings or audiocassettes of
each presentation, please contact: The Technology Utilization Foundation, 41 East
42nd Street, Suite 921, New York, NY 10017, Ph.: 212/490-3999; Fax: 212/986-7864.

Sincerely,

, | = I
Leonard A. Ault PRE®EDING PAGE BLANK NOT FILMED
Technology 2002

Conference Program Chairman e
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Conference Opening and Federal Technology Overview

After Monday evening’s Opening Ceremonies, Technology 2002 activities got under way Tuesday
morning, December 1st, with the Conference Opening and Federal Technology Overview. NASA
Administrator Daniel Goldin officially welcomed conference attendees and Senator Barbara A. Mikulski
{(D-MD) delivered the morning’s keynote address. The following is the complete transcript their
remarks.

Introeduction by Bill Schnlrring:

Good Morning, Ladies and Gentlemen. Thank you for coming to the opening Plenary Session
that kicks off National Technology Transfer Week, comprised of Technology 2002, the President’s
National Technology Initiative and the MIT Enterprise Forum. I'm Bill Schnirring, president of
Associated Business Publications, the publishers of NASA Tech Briefs magazine, which is, along with
NASA and the Technology Utilization Foundation, a co-sponsor of Technology 2002. The objective of
Technology Week and Technology 2002 is to accelerate the transfer of technology from the public
sector to the private sector, and to enhance America’s competitive and ultimately benefit all mankind.

It is my privilege this morning to introduce you to a man who began his working career with
NASA in 1962 as a research scientist. After five years at the Lewis Research Center, he moved into
the private sector and began a long and distinguished career at TRW, where, until the May of this
year, he was Vice President and General Manager of TRW’s Space and Technology Group. On April
1st, 1992, he was named the ninth administrator of the National Aeronautics and Space
Administration. Ladies and Gentlemen, please join me in a warm welcome for NASA Administrator,
Daniel S, Goldin.

Daniel 8. Goldin:

Thank you Bill. I'd like to compliment you on the ultimate in tech transfer. NASA, in 1985,
turned over the responsibility to tech transfer to Bill and his organization at Tech Transfer Briefs. And
at the time, the circulation was 70,000, and under Bill's guidance, without any government subsidy,
the circulation is now up to 200,001. It's the second largest engineering publication in the world, and
Bilt, you're to be complimented on this wonderful task you've done.

One hundred and fifty years ago, the famous the French social observer, Alexis de
Tocqueville, came to our shores. Came to this nation that literally invented itself to see what made it's
people different with those from the old world. He wrote *America’s a land of wonders in which
everything is in constant motion, and every change seems an improvement. No natural boundaries
seam 10 be set to the efforts of man, and in his eyes, what is not yet done, is only what he has not yet
attempted to do.”

De Tocqueville wrote this back in the age of keel boats and canals, an age that we would say
moved pretty slow, we had to go west, out to the frontier. We had to build railroads, super highways,
jet liners or space craft. But even back then, he knew what American’s were capable of, that we could
do whatever we attempted to do.



Today, America is still in constant motion. The question is for our nation, are we still bold?
Are we still willing to take risks and attempt the seemingly impossible, or will fear cause us to segk a
false sense of security and comfort by sticking with the safe and the familiar.

America has to get bold again. If we're going to shape our own destiny, rather than have the
future shape us, we've got to take some risks and make significant investments. We've got to stop
eating our technical seed corn and plant it, work the soil and then bring in the harvest. This is the
two-hundred year tradition of America, the careful legacy inherited from every pioneer and inventor
that came before us.

For everyone who’s worried about the American economy, being stuck in a rut, it's vital that
we remember the tremendous power of technology to cause growth. During the days of Apolic,
American reigned supreme in the world of technology because we were one the cutting edge of it in
space. Over the decades, NASA has generated at least three, 30,000 known spin-offs from it’s
technology, creating new products in the industries worth billions that have changed the face of
America.

But there has not really been enough of a focus, systematic commitment on NASA's part to
the technology transfer process. For years, tech transfer has been the lonely foster child and that
description could apply to other government agencies as well. America created a large federal
research effort to fight the Cold War and we fought it very well, but now it's over. America's needs
have changed, and the Federal Government must respond to those needs by putting America’s Cold
War technology base to work for our economy.

There is a peace dividend beyond just the reduced threat of war and lower defense budgets,
as important as they are. This is the technology dividend, as we multiply the government’s technology
transfer efforts. That's why we have started the National Technology Transfer Initiative, thanks to the
vision of Secretary James Watkins, to let the sun shine into the federal laboratories. That's why 50
federal labs from 13 agencies are here today, and that’s why you’re here, to find out what we have to
offer.

NASA itself is changing with the times. To dramatically improve the way NASA approaches
both the development and transfer of technology, and the commercialization of space, we have
created the office of the Advanced Concepts and Technology. This will be an entirely new breed. A
highly flexible, customer-driven organization that will develop innovative concepts and high leverage
technology that both fulfills NASA’s needs, and have very, very significant commercial possibilities.

One of the primary functions of this office is to be NASA'’s front door to the businesses who
want NASA’s help and expertise, who have new ideas and technologies for us. Our new office will
provide one-stop shopping for technology, customers and suppliers, whether they are businesses or
universities, or even program offices within NASA.

For example, say a small woman-owned firm that makes thermo plastics asks for our help in
developing a new manufacturing technique. We could develop a partnership whereby the firm
receives technical expertise that improves her product line, while NASA receives new lightweight
materials for our own use at lower cost and space. Such a win/win approach would enhance NASA’s
programs, yield more value to the tax payer and improve the economy generally by helping the private
sector become more competitive,




The Office of Advanced Concepts and Technology will also set up new mechanisms and
improve existing mechanisms to aggressively transfer technology into America’s economy. We will do
this by seeking the input of technology user community to figure out the best transfer mechanisms,
whether it's by reading, publications like Tech Briefs, regional tech transfer centers, centers for the
commercial development of space, cooperative research agreements, or actually having you come
and work in our laboratories for jointly developed products.

in fact, Greg Reck, the acting head of this new office, is holding meetings around the couniry
to solicit inputs on how NASA can improve it’s tech transfer process. | really urge you to contact this
office if you have any ideas on how we could do the job better. But let me siress, customer need
must govern the type of tech transfer mechanisms that we devise. If it's user friendly, it’s not going to
maximize the benefit for the American economy.

The true test of NASA as a jobs generator is not how many people are working for NASA, but
how many people are working in America because of NASA, because of NASA’s ability to reach out
into the future and bring the answers back for today.

Just this year, a NASA-derived laser was approved by doctors to use a cleaning, approved for
doctors to use in cleaning out placque from blood vessels. In many cases, this simple $8,000
procedure can replace a $25,000 coronary by-pass operation, with much less risk and trauma to the
patient. More than 100 people are now working in a brand new company that builds this device,

Wireless infrared head sets, invented for the space shuttle communications, have been
commercialized and are revolutionizing personal communications on the factory floor, in concert halls
for the hearing impaired, in language translation equipment, and can eliminate the need for computer
network cabling inside the office.

High temperature material developed by NASA enabled an Ohio steel making equipment firm
to triple a lifetime of very expensive rollers used in the continuous casting of steel, resulting in
substantial sales increases and improving the efficiency of American steel plants all over the country.
Even the paint protecting the Statue of Liberty, who holds a torch high over the land of the free, was
developed by NASA,

| believe NASA can be a leading force in our society. The discoveries and technology the
space program provide inspiration for our minds and souls, and hope for our future survival,
opportunity for renewed prosperity, and catalytic action for peace through international partnerships.
NASA can do all this and more, if America continues to be bold and keeps reaching for the stars.

In the early part of the next century, a passenger jet will take off from California and land in
Tokyo in a little over four hours. A child will sit at a classroom computer and use a virtual reality
terminal to explore and understand the interior of the human body. And a few decades later, two
explorers will set out from their base camp and look for subsurface water, mineral resources and
evidence of life on Mars. | want that plane to built in America, | want that child to be an American
child, and | want those astronauts to wear the American flag right here on their shoulder.

The challenge of developing technology and reaching for things we can't yet grasp is what
made this country great, and will keep us forward as long as we have the courage to live on the
cutting edge. Thank you very much.



KEYNOTE ADDRESS

introduction by Daniel S. Goldin:

| now have the great pleasure of introducing our keynote speaker, a Baltimore native who for
years has been hard-working and steadfast servant to the people of Maryland. Senator Barbara
Mikulski has championed the space program because she has a deep and profound understanding of
the critical importance of research and technology to the future of this country and it's economy. As
chairman of the appropriations subcommittee that handles NASA budget, NASA's budget, Senator
Mikulski has been a staunch supporter of the Space Station Freedom, because she understands not
just it's critical role as a place where we could learn how to live and work in space, but as the first
major U.S. facility in permanent orbit, it will enable cutting-edge research into materials, biomedical
and life science that will pay enormous dividends here on Earth, generating new technologies, new
industries and new jobs.

Through Senator Mikulski’s visionary leadership, this year, NASA and the National institutes of
Health, signed a new cooperative agreement, so that we can both maximize our unique resources in
life science research, both on the ground and on space station freedom. We can also work together
on medical technology development.

And just one effort we're excited about, our technology transfer specialists are working with
the National Cancer Institute to apply advance digital imaging to mammography, which could really
improve the early detection of breast cancer in women.

NASA and NIH can achieve great things together to improve the health of all Americans, and
Senator Mikulski, we deeply appreciate your strong support in making it happen.

Senator Mikulski was also visionary in strongly urging the United States and NASA to begin
working with Russia in a way of building bonds that lead to a lasting peace. | followed up on her
urgings, and NASA went to Russia, and we concluded a negotiation to work with the Russians in
space. And as a result, in November of 1993, a cosmonaut will fly in the shuttle, and after that, in
1985, one of astronauts will fly on board the MIR Space Station, where we will conduct life science
experiments, and then the shuttle will rendezvous with MIR with an advanced medical laboratory
inside, to do fundamental life science research in space.

And it’s an exciting way to start a relationship that we hope will result in a stable peace and
scientific benefits for all human kind. And once, again, Senator Mikulski. It's been a super experience
working with you this year as the NASA Administrator, and it is my great honor to introduce to you all
Senator Barbara Mikulski.

Senator Barbara A. Mikulski:

Good Morning everybody. Boy, you don't like talking in a dark room like this? First of ali, |
can’t see you, | guess you can see me. Why do we have the lights down? s there any reason for
that? | hope that you're so mesmerized by the charismatic speech that Dan Goldin just gave, the
magnetism that I'm about to project, the wisdom of Admiral Watkins, the can-do attitude of Barbara
Franklin, that you're going to be taking notes in an obsessive and compulsive way. | see that the
lights are up, and you know, this is kind of a new morning in America here. Thank you.




I know the lights went down so we could have that stirring rendition of the National Anthem,
which of course, was written here in my home town of Baltimore.

I want to welcome all of you to this great city, and this town that | call my own hometown. We
feel that we in Baltimore have several major league teams. One is called the Baltimore Orioles, and
we invite you back this summer. But we have other major league teams here in the town Baltimore
and in the state of Maryland. Those teams are called the University of Maryland. They’re called the
Johns Hopkins University. They're called federal laboratories, like Goddard, NIH, NIST, FDA, all of
which are right here in our own state of Maryland.

And what we feel are really the major, are the infrastructure, the intellectual infrastructure, 10
make sure the United States of America is in the major leagues from now and well in to the twenty first
century.

'm so pleased that you've chosen this City to hold this Technology Transfer meeting. And |
also am very pleased and honored to be on the platform with the distinguished people that you see
here today, representing Cabinet level participation.

{ want to express a particular thanks to the Bush Administration for the way that they are
working and cooperating as we transit from one party to another, in terms of the Executive Branch.
The mandates that have been established by President Bush that this transition will be not only
orderly, not only timely, but will trans, the transfer will occur in a way for which we not miss a beat in
what we're doing, is very much appreciated.

Each and every person that I've worked here, and I'll speak to the two Cabinet level people,
has really indeed been an honor. Admiral Watkins and | first met when he took on the difficult chore
of chairing the AIDS Commission. And then we have worked together not only at the Department of
Energy, but really his great passion in life is to make sure the Federal Laboratories are opened up in a
way for both technology transfer, but also he sees the Federal laboratories working with local school
systems.

Barbara Franklin | think has been an outstanding Secretary of Commerce in her short time,
and she has brought back in the Department of Commerce just a great spirit of *Can-doism®. And
Dan Goldin and | have made, | think, a wonderful working relationship and | look forward to working
with him on a continued basis.

A lot is happening how, as we look at where we are and where we've been. And I've very
pleased that J.R. invited me to come and speak to the, to this transfer tech. | met J.R. a little over four
years ago, when | became the subcommittee chair of V.A., HUD and Independent Agencies, in the
Senate Appropriations Committee. The Senate Appropriations Commiittee, as you know, is the
subcommittee, or the committee, within the United States Senate, that actually puts money in the
Federal checkbook.

Now you have to know | love being in a United States Senator, that's why | work my earrings
off to get re-elected, and ended up with seventy-one percent of the vote. But one of the problems
that | have with being a United States Senator is that when all was said and done, more gets said,
than gets done. And one of the things that I've loved about being on the appropriations committee, is
that we are the only committee within the United States Senate and United States Congress that has a
do-gate.



Every October 1st, we have to produce an appropriation, which means that we have to march
in a very timely pace to accomplish that. When | became the Chair of V.A., HUD, and independent
Agencies and you might say how in the hell does that happen? Not how did | become chair, that was
my own talent [laughter]. Modesty, of course, being a hallmark of it. That years ago, within the
appropriations committee, independent agencies were created and they didn't know where {0 put
them. So they created a special committee with Independent Agencies. They had names like NASA,
HUD, V.A,, but a lot of these agencies have now grown up to be Cabinet level responsibility. That's
why | have the wide range of portfolio than just about anybody outside the Defense Subcommitiee
that Senator Inouye chairs.

And when | became the chair of that Subcommiittee, | knew a lot about health care, and |
knew a lot about Veterans. | knew a lot about housing, because | work in a it as a social worker and
as a City Council woman in this great city, and it has been something that I've worked with for a
substantial part of my.public career.

But the whole area of science and technology, and what it means to America’s future, was in
many ways new to me. And it was being able to get out, travel with NASA, its leadership and moving
out to the space centers, as well as meeting with Eric Block at the National Science Foundation, that {
really cut my teeth in terms of the possibilities of what this means to generate jobs today, and jobs
tomorrow.

One of the people who really guided me in my early days on that Subcommittee was J.R.
Thompson down at the Marshall Space Center, which was a tremendous help to me to understand
the Space Station, it's role and it's mission, and both space, and what the Space Program has meant
to the manufacturing in the United States of America.

So to you, J.R., I'm going to thank you for all that you've done for me, and what you've done
for the United States of America. Wherever you are, | don’t see you up here at the--there you are. i
think we ought to give J.R. a wonderful round.

When | graduated from the Institute of Notre Dame back in the '50s, and went 1o Mount St.
Agnes College, | thought maybe | would, | started out in pre-med. | thought | might be another
Madame Curie. | thought I'd never be a United States Senator. In 1954 the politics in Maryland and
Senators had pot-bellies, smoked cigars and certainly didn’t look like or sound like Barb Mikulski.

So my election to the United States Senate and the election of four new democratic women to
the United States Senate | think is a symbol of the new world order. And this new world order can be
either a great tragedy for the last half of the 21st Century, or the end of the Cold War could be an
end, or beginning of a cornucopia of opportunity.

There are those who look at the Cold War and see enormous possibility. | happen to share
that vision. And happen to believe that where our greatest strategic threats are not military but are
economic. And where our economic strength will largely rest in our successful development of
technology, the transfer of technology and making sure that our young people have the education
and skills to put that technology to productive use. And where we face the tremendous task of
helping the corporations and the men and women who helped win the Cold War over the last five
decades, make the transition to a civilian economy. The country that says that it wants to compete is
the country that will make sure that it will lead.




The election of Bill Clinton and Al Gore on November 3rd indicated that our country was ready
to face the challenges of the new world order. | believe that the Clinton/Gore administration, working
with the new Congress, will usher in a new era for real partnerships between the Federal Government
and the private sector in science and in technology.

| believe that with this election that the pledge that we who represent the Democratic Party
need to make is that gridlock is over, stagnation is dead, and that we need to work in the United
States Congress with an Executive Branch, that really makes sure that government is not part of the
problem, part of the obstacles in developing ideas, technology and technology transfer, but actually is
a source of being able to bring about the invention of technology, the transfer of technology and
always changing the culture of the organizations involved with it.

I do not believe that the Clinton/Gore Administration will want to be involved in picking winners
and losers among companies or ideas, nor in the development of five-point plans like you'd expect in
some Trotsky pamphiet in the collapsing socialist empires around the world.

| believe that they want to make the government more entrepreneurial, more responsive to
day-to-day needs and to use the spirit of innovation and flexibility that has been our country’s
hallmark, to reinvent the role of government. | do not believe that Bill Clinton and Al Gore want to
make government bigger, nor spend more money, but make sure it works better and spends those
precious tax dollars to make sure that we have a greater outcome.

{ believe that it is their approach to make federal investments in research and development,
but do that in our federal laboratories that will generate the pre-competitive ideas and technologies
and have the private sector value-add in the product development.

Let me give you a few examples of where we know that technology transfer has worked just
like that. Dan Goldin gave you some of the examples this morning. We all know the success story of
the insulin implant for young diabetics. Or robots with the capacity to handle tasks too dangerous or
difficuit to do that. Those are the kinds of things we've done, and we’ll be doing more.

But what I'd like to spend my time with you this morning is really to share with you what | think
the next year, or the next four years will look like. | am not here to be Bill Clinton by proxy. But I've
worked with those guys, and | particularly have worked with Senator Al Gore. Many people don't
know that Senator Gore came to the House of Representatives together. This year, fifteen years ago,
in 1978, We were part of the bicentennial class, and we both won coveted seats on the Energy and
Commerce Committee. For eight years, | sat next to Al Gore as we worked on Energy policy, as we
worked on telecommunications policy and a whole variety of other things.

During those long hearings, and difficult mark ups, when a committee chaired by John Dingle,
you get to know your seat mate pretty well. And for eight years, Al Gore and | sat together trading
notes, trading ideas, and trading strategies.

When we both came to the United States Senate, he a few years before me, we then had a
new relationship, because Senator Gore chaired the authorizing committee on Space and | chaired
the appropriations committee. And in that time we developed a lot of ideas, essentially on how we
think government should work.



And, in a nutshell, it is our belief that we need a new technology policy for a new world order.
A technology policy that generates smart kids, smart workers, smart managers and a smart
government that works with a smart private sector that helps bring about this new world order.

One of our concerns over the years has been that federal agencies did not cooperate with
each other, and for many years, we have talked about changing the culture of these agencies. [t is,
was a source of great concern to us, and | know it’s shared by Dan Goldin, that very often it is the
very culture of our institutions that in fact impede our development.

Many government agencies are based, as is our private sector, in a large, hierarchical, top-
down, trickle down idea approach, whether it's General Motors, whether it’s the Pentagon, or even,
Dan, you would agree, NASA itself.

And what we find, just as the private sector is changing, so does government have to change.
And just like it is incumbent for Congress to make sure working with the President that gridiock is
over, we would encourage those people working in Federal agencies to stop worrying about turf,
fiefdoms, and power struts and battles, and start focussing on the mission. Too must, just as within
the Congress itself, we have too many committees, too many subcommittees, too much process, little
outcome, and with staffs who continually jockey in their wingtips for greater and greater power
accumulation, we see that also in the Federal agency.

| want to be part of the Congress of the United States that trims (sic) down and streamiines
the working of the Congress, and when we talk about working with our Federal agencies and our
Federal laboratories, we need to start cooperating with each other and let’s stop worrying about who
is going to be the leader in science education, who is going to be the leader and get the title for
leading the way in high tech computer communication. Let’s start worrying about how the United
States of America is going start being the leader.

Let's learn from the Japanese. The society that makes a culture of cooperation is the society
that competes the best. We have a culture of competition and we end up losing ground, losing
money and losing time. So it is the spirit of cooperation that | think needs to be a hallmark of what
the rest of this century’s going to look like.

| happen to also believe that the President of the United States who has now said he wants io
elevate the economic security at the same level as the national security, does well to look at the same
framework for science and technology. You cannot have economic growth in the United States of
America unless you have a science, technology manufacturing base and therein lies the key.

| hope that the President of the United States will turn to Al Gore as Vice President, and make
sure that he is the top gun to help develop the administration’s technology policy and help be that
arbitrator that brokers the conflict, brokers the turf war, and then provides the leadership that will
mean.

But let me then just say a few points about what | think this whole new administration will look
like. | talked about the end of gridlock, | talked about the end of stagnation, but let me say something
about presidential leadership. A lot of people are saying, *well, who is Bill Clinton? What’s he going
to do? What's he like, what does he think?*




Well, read the book "Putting People First®. | think it will give you a lot of clues. But also look
now, because as technology transfer people, you believe in outcomes and not process. Look at what
he has done already and therein lies the clue. And look at who he is turning to for advice. First of all,
one of his first executive decisions as the Democratic nominee was to pick his Vice President. And he
picked Al Gore. This is a president, who, or a democratic nominee, who was not shy about picking
someone of his own generation, someone of talents equal, in a different type of experience, and had a
team 1o help him select Al Gore.

When you take a look at what they’re doing on the cluster teams, | would encourage you to
follow those because they will give you insights into the direction of where we're going. I'm not talking
about reading tea leaves, Washington’s abuzz reading tea leaves. Everybody reads the Washington
Post, and the New York Times -- "What's it mean? Who was at Pamela Harriman’s? Were you on the
A list {and by the way, | was)?* | made the Dean’s list.

But when we take a look at it, let’s take a look at the Cluster Teams, and if we look at also
who's heading the economic strategy. If you read the works of Robert Reich, you will get a clear
sense of where Bill Clinton really wants to lead the United States of America. Robert Reich talks about
the development of technology, of technology transfer and making significant investments in young
people, to make sure that we have a skilled educated work force, to not only develop the new
technology but to operate that technology. And that government spending be organized not to
simulate consumption but to stimulate growth and to make fong term sustainable commitments in
what we're going to do.

And | know for those of you in government, one of the concerns that you have is that with
every damn appropriations, you never know if your project’s going to be here today or gone
tomorrow. And | share that frustration with you. Also the fact that Bill Clinton and the Transition Team
has asked Dr. Sally Ride to oversee what they're doing in science and technology gives you an insight
in that.

I would hope that what the Clinton Administration does then is to move to real teamwork
among Federal Agencies so that we could have real outcomes. We want to make sure that as they
then move ahead, that the other principle that they follow is to undertake a review of Federal Tax and
Regulatory policy to create a climate and investment in science technology. We want progrowth, that
means reinstating the investment tax credit and making permanent the research and development tax
credit for our private sector. And at the same time, | believe, we need to take a look at our anti-trust
laws that were created for 18th century monopolies, rather than for a 21st century economy, that
actually impedes the alliances and consortiums that can be formed between government, the private
sector, and our universities. And | aiso want to make sure that if you invent an idea, you get to keep
it, and | believe that one of the strongest things that we need to do, both in our country, and in our
trade negotiations, is to make sure we protect American intellectual property.

Those are the kinds of things that we think we need to be doing. As well as to bring in U.S.
industry and America’s research universities together to strengthen our competitiveness. You know
that a recent Business Week story highlighted those areas to be considered the new *Silicone Valleys*
and what we need to do to be competitive.

And what do they say makes it? What we need is visionary entrepreneurs, world-class
universities and the presence of a government at all levels that is a catalyst and a facilitator, not as a
super board of directors of industry.
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These are some of the things that we hope change. But it does mean also breaking the
cultural mind-set that shuns the transfer of technology and knowledge in selecting what we do. Too
often the cuiture of science and technology in the Federal laboratories is to ask for more and more
money for individual investigators without a clear, national navigational chart on where we're going. |
support although the premise of all those wonderful investigators out there who have more ideas than
ever could be funded.

But the United States of America no longer can fund good intentions, no longer can fund
every good idea to be pursued. We need a national navigational chart on where we’re going for the
21st century, and | believe if we focus on the development of critical technologies, this wili enable all
those young investigators to have all the opportunities to pursue research, but at the same time the
culture needs to change not only from the pursuit of ideas, but to the development of those ideas into
technology and a technology into product development. Our United States of America continues 1o
win Nobel Prizes while we continue to lose the markets. We hope that changes.

These are some of the things that | hope the, and | think the Clinton/Gore Administration will
do. There are many other things that we'll be talking about in the days ahead. But the hallmarks of
what we see as change is really the end of gridlock, the end of stagnation, the change of our culture
so that we emphasize competition and that all federal spending will have to meet the test, when how
does this generate a job today or a job tomorrow.

Dan Goldin said it best in his opening remarks when he said we should be measured not by
how many people work for NASA but how many people in the United States of America work because
of NASA? And how about because of the National Institutes of Health? How about because of the
Federal Drug Administration? How about focusing our orientation and our thinking in that line.

| hope that when | join you next year at the Technology Transfer Conference, we can look
back over a year where Congress has got it's act together, worked with an Executive Branch, worked
with all of you who have been trying so hard, working so hard in the past, but wondering where were
we going as a nation? And then to look back and say, we've made not only a good start, but we've
jump started this economy. Like all of you, | want to make sure that when this century ends, we will
be on the brink of where the best days of the United States of America are ahead of it, and not behind
it.

| believe the Clinton/Gore team will do that. | think the legacy of George Bush needs to
always be acknowledged. Because it was George Bush and the Gl generation that enabled the next
generation of baby boomers to come along. If it had not been for the Gl generation, and gallant men
like George Bush, who went to war to save Western civilization from it's threats, we would never have
developed the opportunities and the society that we have now.

But now there is a turning of the wheel. And we want to salute those who have gone ahead
of us, and created a framework for the United States of America, who have worked to bring about
peace in the world, who by their very efforts and leadership have brought the end of the Cold War,
that now enable us to have the opportunity to fight the new war, the new war for America’s future. And
| hope we can do it with the honor, and the steadfastness anc the same ability that those have gone
before. And | think we can do it and we rely upon you, the technology warriors of the future.

Thank you very much and | look forward to working with you.
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ABSTRACT

Spray forming is a near-net-shape fabrication technology in which a spray of finely atomized liquid
droplets is deposited onto a suitably shaped substrate or mold to produce a coherent solid. The
technology offers unique opportunities for simplifying materials processing without sacrificing, and
oftentimes substantially improving, product quality. Spray forming can be performed with a wide range of
metals and nonmetals, and offers property improvements resulting from rapid solidification (e.g. refined
microstructures, extended solid solubilities and reduced segregation). Economic benefits result from
process simplification and the elimination of unit operations. Researchers at the Idaho National
Engineering Laboratory (INEL) are developing spray-forming technology for producing near-net-shape
solids and coatings of a variety of metals, polymers, and composite materials. Results from several spray-
forming programs are presented to illustrate the range of capabilities of the technique as well as the
accompanying technical and economic benefits. Low-carbon steel strip >0.75 mm thick and polymer
membranes for gas/gas and liquid/liquid separations that were spray formed are discussed; recent advances
in spray forming molds, dies, and other tooling using low-melting-point metals are described.

LOW-CARBON STEEL STRIP

The National Critical Technologies Panel recently determined that materials processing is a leading
critical technology for meeting future national needs [1]. Spray-forming technology may help address these
needs by improving product quality while simultaneously lowering production costs. Nearly all low-carbon
steel strip is produced by conventional ingot or thin-slab metallurgical techniques. The molten steel is cast
as an ingot or slab and extensively deformed to obtain the desired shape and properties. This is highly
energy intensive and requires large capital investments. In contrast, INEL spray-forming technology
transforms molten metal to close to final strip form in a single rapid solidification step. Minor hot rolling
then fully densifies and further refines the metal’s microstructure. This can lead to enormous cost savings.
For low-carbon steel hot band, the industry’s highest volume commodity, technoeconomic analysis
estimated improvement in production costs by as much as $50 to 100 per ton. At the current domestic
production rate of 50 to 60 million tons per year, this corresponds to cost savings of $2 1/2 to 6 billion per
year. This savings, due primarily to elimination of unit operations and associated energy costs, would give
the United States a tremendous competitive advantage in low-carbon steel production. Improvements in
product quality are equally impressive. For example, after hot rolling (~-60% thickness reduction), INEL
spray-formed low-carbon steel strip typically had about 50% higher yield and ultimate tensile strength than
commercial strip, i.e., its properties resemble those of the more costly high-strength low-alloy steels.
Furthermore, spray forming may be an enabling technology for metals such as high silicon steels that are
prone to segregation, which leaves the material 100 brittle to roll into strip. Rapid solidification in spray
forming limits segregation and may allow these materials to receive conventional thermomechanical
treatments.

Strip Preparation

The INEL spray-forming approach for producing metal strip is depicted schematically in Figure 1.
Gas flow through a converging-diverging (de Laval) nozzle creates a localized low-pressure region near the
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Figure 1. Schematic of INEL approach for spray forming metal strip.

nozzle’s throat. Liquid metal is aspirated or pressure-fed into the nozzle through a series of holes, or a
slit orifice, that spans the width of the nozzle. The high velocity, high temperature inert gas jet shears and
atomizes the metal into fine droplets that are entrained by the gas stream and transported to a rotating
drum substrate. In-flight convective cooling followed by conductive and convective cooling at the substrate
result in rapid solidification, restricting grain growth and improving product homogeneity by reducing the
segregation of impurities that form inclusions. The highly directed two-phase flow can result in the near-
net-shape production of strip, as well as complex shapes.

The spray apparatus has been described previously [2]. The design is modular, allowing experimental
flexibility for scale-up or the incorporation of specialized components such as a plume diagnostics unit.
The apparatus used for continuous strip production consists of a gas manifold and associated electronics
for controlling gas flow and temperature, a chamber housing the main spray forming components
(induction gas heater, melt tundish, and nozzle), a chamber housing the water-cooled drum substrate, and
data acquisition and process control electronics. Process control includes open- or closed-loop computer
control of the spray process, laser-based feedback control of strip thickness and surface roughness, and
remote video monitoring of the spray process. An in-flight particle diagnostics system is used to
simultaneously measure single particle size, velocity, and temperature in the atomized plume. This system
measures particle diameters between 5 and 1000 um using an absolute magnitude of scattered light
technique. Velocities of 10 to 100 m/s are measured with a dual beam laser Doppler velocimeter, and
particle temperature is measured with a high-speed two-color pyrometry technique.

Bench-scale linear converging/diverging nozzles of our own design were machined in-house from boron
nitride. Interchangeable inserts of high purity Al,O5 were used in critical areas to minimize erosion of the
boron nitride by the molten steel. The throat width, transverse to the direction of flow, was about 25 mm.
Mass throughputs were as high as 43 Mg/h per meter of slit width for a slit orifice nozzle operating in the
aspiration mode, and 165 Mg/h.m for the same nozzle operating in the pressurized feed mode. A purged
argon atmosphere within the spray apparatus minimized slag formation in the melt, surface oxidation of
the strip, and in-flight oxidation of the atomized droplets.

The nozzle operated at a static pressure of 206 kPa (30 psia) absolute, measured at the nozzie’s inlet.
The gas flow field under single-phase flow conditions was mapped using small pitot tube probes. The
driving pressure was found to generate supersonic flow conditions; the shock front was in the diverging
section near the metal feed location. Gas-to-metal mass ratios typically ranged from 0.1 to 0.5. The gas
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and droplet cooled rapidly after exiting the nozzle as the spray plume entrained cool ambient argon. Gas
and droplet velocity also decreased after exiting the nozzle, with large droplets responding less to drag
effects by virtue of their greater momentum.

The starting material was remelted SAE 1008 hot band. During a typical run, 1.5 kg of steel was
induction heated to about 100°C above the liquidus temperature and atomized using argon heated to about
1000°C. The resultant droplets impacted a water-cooled, grit-blasted mild steel drum, producing a strip of
metal about 127 mm wide x 3 mm thick.

Spray-Formed Strip Properties

The microstructure of the as-deposited steel was usually fine, equiaxed ferrite with 11 to 45 um
average grain size. The transformation of the microstructure of SAE 1008 steel as it goes from commer-
cial hot band to as-deposited material and finally to hot-rolled product is shown in Figure 2. Note that
the average grain size of the as-deposited material is about the same as that of the commercial hot band
(~16 pm), but the grains are somewhat more directional, reflecting the heat transfer direction. The grain
structure of the spray-formed and hot-rolied material was equiaxed ferrite with ~5 ym grain diameters.

As-deposited density, measured by water displacement using Archimedes’ principle, ranged from 88 o
97% of theoretical density with 96% being typical. Full densification of the as-deposited strip was
achieved with standard hot deformation processing. Depending upon the sample, hot rolling at 1000 to
1100°C to 30 to 70% thickness reduction was sufficient. Porosity in the as-deposited material was
generally highest at the substrate due to high initial quench rates (10* to 10%°C/s) [3-6]. Thin deposits
formed from low density sprays had the highest porosity levels, but also finer grains due to rapid
solidification. Low porosities together with fine microstructures were obtained with conditions that
favored the formation of dense sprays consisting of small droplets with low solid fractions. The refined
and uniform microstructures of thin hot-rolled strip generated under these conditions can be seen in
Figure 3. Thick samples (>~9 mm) formed from high enthalpy plumes also had lower porosity levels but
coarser as-deposited microstructures. Hot rolling to 35% thickness reduction at 1000°C produced a fine
equiaxed ferrite grain structure with an average grain size similar to commercial hot band material. A
photomicrograph of strip formed under these conditions, as well as one for commercial hot band, is shown
in Figure 4.

As expected, the tensile properties of the spray-formed and hot-rolled low-carbon steel strip reflect the
observed grain refinements. Table 1 summarizes the results. The range of values arises from differences

Figure 2. Microstructures of commercial SAE 1008 hot band (left), as-deposited spray-formed strip
(center), and hot-rolled spray-formed strip (right). 400X
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Figure 3. Cross section of thin spray-formed and hot-rolled strip. Left, 100X; right, 35X

in processing parameters (particularly spray conditions). Compared to commercial hot band, yield
strengths increased 47 to 64% and ultimate strengths 9 to 63%. The observed reduction in elongation was
largely restored by normalizing the samples (heating to 930°C for ~5 min followed by air cooling). Fully
annealed samples (heated to 930°C followed by very slow cooling in the furnace) underwent the expected
grain growth, with a notable decrease in tensile strength and hardness, and an increase in ductility.

POLYMER MEMBRANES

The unique capabilities of polymer membranes in a wide variety of gas/gas and liquid/liquid separa-
tions is well established [7]. The transport properties depend on the membrane’s microstructure or
“fabric" as well as the physicochemical properties of the polymer and the operating conditions [8]. The
microstructure, in turn, is dictated by the fabrication method. The need to fully exploit the potential of
existing membrane materials through performance-enhancing fabrication techniques is underscored by the
increasingly stringent requirements for air and water purity and waste minimization (see, for example, Title
1 of the Clean Air Act) [9]. To this end, spray forming technology developed for metal coatings was
adapted to polymer membrane fabrication. Membranes were spray formed from
poly[bis(phenoxy)phosphazene] (PPOP), an inorganic polymer exhibiting exceptional stability in the
adverse thermal (>100°C) and chemical (extreme pH) environments frequently encountered in industrial
separations [7]. The gas/gas and liquid/liquid separation performance of spray-formed membranes
compared favorably with that of similar membranes produced by the conventional method of evaporative
knife-casting [10].

Membrane Preparation

Membranes were formed by depositing atomized droplets of linear PPOP dissolved in tetrahydrofuran
(THF) onto glass substrates using a bench-scale apparatus developed for spray forming metal. The
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Figure 4. Microstructure of SAE 1008 steel hot band (left) and thick ($~9 mm) spray-formed and hot-
rolled strip (right). 100X

Table 1. Tensile Properties of Commercial SAE 1008 Hot Band and
INEL Spray Formed and Hot Rolled Strip.

Sample Yield Strength 0.2% Ultimate Strength, Elongation, Hardness, DPH
Offset, MPa (ksi) MPa (ksi) % in 50 mm 100 g Loads
Commercial 1008 197 (28.6) 306 (44.4) 51.8 %1
Hot Band
Spray Formed 290-324 334-498 (48.4-72.3) 13.9-37.7 136-160
and Hot Rolled (42.0-47.0)

chemical stability of the polymer allowed the membranes to be sprayed in air; argon was the atomizing gas.
The linear converging-diverging (de Laval) nozzle, designed at INEL, was machined from boron nitride.

A 7T wt% solution of linear PPOP in THF was sprayed. The weight average molecular weight of the
polymer, measured by gel permeation chromatography, was about 750,000 amu. (3 and 5 wt% solutions
having polymer weight average molecular weights exceeding one million amu were also sprayed but gave
less satisfactory results.) The solution was warmed to ~45°C to lower its viscosity and poured into the
tundish of the nozzle, which operated at a static pressure of 137 kPa (20 psia). The solution was aspirated
through six small orifices that spanned the width of the nozzle. Solution throughput was about 0.4 kg/s
per meter of nozzle throat width. The corresponding gas-to-polymer-solution mass ratio was about 4. The
solution was sheared and atomized, resulting in very fine droplets that were entrained by the gas stream
and transported t0 a moving substrate. Solvent molecules were shed from the atomized droplets during
their flight, and the remainder evaporated at the substrate. While control of atomizing gas temperature
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could be a convenient means of adjusting the solvent evaporation rate, room temperature argon was used
because the equilibrium vapor pressure of THF (145 torr at 20°C) is high enough to allow facile
evaporation of the solvent. Upon impact, individual polymer molecules within adjacent droplets interwove
while shedding any remaining solvent.

The polymer/solvent spray was deposited onto 8.3 x 8.3 cm glass plates, maintained at room tempera-
ture, that were swept through the spray plume at rates yielding membranes 1 to 10 um thick. A typical
S pm thick membrane was fully dried and consolidated in about 1 s. The membranes appeared 10 be
coherent and uniform and exhibited good adhesion to the substrate. SEM analysis revealed an asymmetric
structure as described below.

The hydrophobic membranes were lifted from the substrate by water immersion, mounted onto a
porous test cell support, and edge-sealed using polymer solution. Knife-cast membranes prepared using a
standard approach were also floated off their glass substrates into water and mounted onto test cell
SUppPOrs.

Membrane Characteristics and Performance

The microstructure of the spray-formed PPOP membranes was dictated by the interplay of the spray
plume and substrate. Experimental parameters such as nozzle geometry and pressure, average molecular
weight of the polymer, viscosity and concentration of the polymer solution, evaporation rate of the solvent,
and distance to the substrate had the greatest affect on the spray plume characteristics. The speed,
temperature, and properties of the substrate also influence the membrane’s microstructure.

Scanning electron microscopy (SEM) was used to evaluate membrane surface structure and thickness.
Over the width of the glass plates, the membranes appeared homogeneous and of uniform thickness.
Close examination revealed that the membranes were asymmetric, with a thin, dense region at the
substrate/deposit interface and a relatively thick, uniform build-up of translucent, "spongy” polymer
material away from the substrate. Knife-cast membranes, on the other hand, appeared more uniformly
dense and transparent.

Gas selectivity was measured using a fully automated mixed gas test cell interfaced to a Hewlett
Packard 5190 gas chromatograph [11]. Pervaporation studies were conducted at 65°C using a driving
pressure of 200 psig across the membranes. The selectivity of spray-formed and knife-cast PPOP
membranes was determined for several acid gas mixtures (10% SO,/90% N,, 10% H,S/90% CH,, 10%
CO,/90% CHy). SO,/N, mixtures are encountered in industrial exhaust while H,S/CH, represents well
gas. The results are given in Table 2. At 80°C, spray-formed membranes had 4 times the selectivity of
knife-cast membranes when separating SO, from nitrogen; at 130°C the difference increased to about 42
times. Spray-formed membranes had twice the selectivity of similar knife-cast membranes when scparating
H,S from methane at 80°C and had 67 times the selectivity at 130°C. Improvements were also observed
with spray-formed membranes when separating CO,/CH, mixtures.

Spray-formed membranes also performed impressively in certain liquid/liquid separations. In
pervaporation experiments, spray-formed membranes gave excellent component separation for a mixture of
halogenated hydrocarbons and alcohols in water (0.5% methylene chloride, 0.5% chloroform, 0.5%
methanol, 0.5% ethanol, 98% water). The alcohol-rich permeate (41.8% ethanol, 58.2% ethanol)
contained a trace amount of water. The halogenated hydrocarbon concentration in the permeate was
extremely low--below the detection limit in gas chromatographic analysis. Knlfe cast membranes gave
similar resuits. However, the flux through spray- formed membranes (2.83 L/m2.h) was appreciably higher
than that through knife-cast membranes (0.1-0.4 L/m? +h) of the same thickness tested under the same
conditions.

Membrane fabrication via spray forming offers time savings, flexibility, and improved performance over
traditicnal approaches (e.g. knife casting or spin casting). Whereas knife-cast membrane preparation
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Table 2. Component Selectivity Data for Spray-Formed and Knife-Cast PPOP Membranes.
PPOP Selectivity

Gas Mixture Temperature (°C) Spray-Formed Knife-Cast
10% SO,/90%N, 80 71:1 18:1
10% H,S/90% CH, 80 15:1 7:1
10% CO,/90% CH, 80 4.5:1 3.5:1
10% SO,/90% N, 130 344:1 7.2:1
10% H,S/90% CH, 130 303:1 5:1

required hours, spray-formed membranes were prepared in seconds. The flexibility gained by spray
forming membranes to near-net shape not only greatly reduces production costs by eliminating unit
operations, but also allows membranes with complex shapes, which are difficult or impossible to
manufacture by conventional approaches, to be produced in a straightforward manner. The ability to tailor
membrane microstructure to specific separation processes by varying the spray and substrate parameters
mentioned previously enhances performance.

SPRAY-FORMED TOOLING

The recent explosion of interest in rapid prototyping technology is fueled in part by the restructuring
of today’s marketplace. Successful competition in global markets will require the ability to carry a design
concept through the prototype stage to the production stage faster and at lower cost than ever before.

The ability to generate plastic and wax models of prototype parts with high dimensional accuracy via
selective laser sintering [12], stereolithography [13], ballistic particle manufacturing [14], and other
approaches is now a reality. However, it is generally accepted that the rapid production of prototype parts
from engineered materials--materials that will actually see service--is the prime long term goal [15].
Methodologies that can rapidly produce specialized tooling, such as molds and dies, would satisfy this goal
when used with conventional approaches such as injection molding, compression molding, and dic casting.

Presently, complex molds, dies, and related tooling are expensive and time consuming to make. They
can easily exceed $200K in cost and require months to fabricate. Researchers at the INEL have recently
begun to develop spray forming technology to produce specialized tooling by spray depositing molien
metal droplets onto patterns made from plastics, waxes, clay, or other easy-to-form materials. This
approach could provide a unique opportunity for simplifying production of complex tooling, therchy
substantially reducing its cost. Rapid solidification enables patterns made from plastics, waxes, clays, etc.
to be used despite their low softening temperatures, while near-net-shape capability allows objects with
complex shapes to be made easily. The semispherical shell shown in Figure 5 was generated by spray
depositing molten tin directly onto an inflated party balloon.

Experimental

To form a mold, die, etc., liquid metal was pressure fed into a venturi-like nozzle transporting high
velocity (mach number ~ 1.5) argon at temperatures above the liquidus temperature of the metal to be
sprayed. Kinetic energy transfer from the gas overcame the relatively strong surface tension forces of the
liquid metal, resulting in finely atomized metal droplets. The droplets were entrained in a directed two-
phase flow, quenched, and deposited onto a moving plastic pattern having the desired shape and surface
texture. The main spray-forming components (spray nozzle, liquid metal reservoir, gas heater, and pattern)
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Figure 5. Party balloon spray-coated with tin emphasizes rapid solidification and near-net-shape capability
of spray forming.

were housed in an argon-purged chamber to limit the detrimental effects of oxide formation. All spray
components were designed and constructed in-house.

The nozzle/metal feed assembly was designed to produce sprays of relatively fine droplets having a
narrow size distribution. These conditions offer greater flexibility for controlling droplet temperature,
momentum, and flow pattern, as well as deposit microstructure. Bench-scale nozzles having transverse
throat widths of 17 mm were typically operated at gas-to-metal mass ratios (for tin) of about 10 with metal
throughputs of about 0.5 kg/s per meter of nozzle throat width.

Single-phase gas flow field diagnostics were used to map the static pressure and gas velocity profiles
within the nozzle’s flow channel. Size analysis of solidified droplets was conducted using standard wet and
dry sieving methods.

A quasi one-dimensional computer model was used with the diagnostics results to guide component
optimization as well as development of algorithms for process control. The model simulated the entire
nozzle and free jet (plume) regions with full acrodynamic and energetic coupling between the metal
droplets and the transport gas, and with coupled liquid injection into the gas stream.
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Results and Discussion

The ultimate goal is fabrication of complex tooling from tool forming and hardfacing stainiess steel
alloys and composite materials. At the time of this publication, however, development of spray-forming
tooling at the INEL is in its early stages. Several low-melting point alloys of zinc and tin have been tested
with very encouraging results. An example is given in Figure 6, which shows a metal mold produced in
about 5 min by spray-forming molten tin on a
plastic (low-density polyethylene) pattern
having a butterfly shape. The pattern was not
damaged despite the fact that the temperature
of the molten metal within the crucible
(300°C) greatly exceeded the melting point of
the pattern (~100°C). Replication of surface
features, including fine scratches in the pat-
tern, was excellent. The surface of the mold
was mirror-like and free of solidification
shrinkage defects, indicating that replication
of the pattern’s surface texture also was very
good. Patterns of a variety of other plastics,
including acrylic, polycarbonate, and polysty-
rene, have also given good results.

A photomicrograph of a sectioned mold, Figure 6. Metal mold shell (left) was produced in about
given in Figure 7, illustrates the refined grain 5 min by spray depositing tin on a plastic pattern (right).
structures that can be obtained using this
rapid solidification process. The as-deposited grain structure was equiaxed with a fairly narrow range of
fine (~6-16 ym) grain sizes--much finer than the massive grains found in cast objects. As-deposited
density, measured by water displacement using Archimedes’ principle, was typically 88 to 95% of
theoretical.

The molten metal used to produce the deposit was very finely atomized. Unconsolidated powder was
collected and analyzed by wet and dry sieving through fine mesh screens. The mass median diameter,
volume mean diameter, and Sauter mean diameter of the powder were, respectively, 23 um, 31.3 um, and
23.2 ym. The geometric standard deviation (0g = (d84/d16)”2 as determined from a log-normal plot) was
1.5, indicating a narrow droplet size distribution in the spray plume. SEM analysis revealed that nearly all
the particles were spherical.

An important advantage of spray forming molds, dies, etc. is the ability to use patterns made from
easy-to-shape materials such as plastic, wax, or clay, even though the softening point of these materials
may be well below the crucible temperature of the molten metal. Since plastic and wax prototype models
can now be produced using CAD-based systems, spray forming could develop into a complementary
approach for generating specialized tooling for manufacturing prototype parts from engineered materials.
The reduced time and cost of these molds/dies would allow rapid design verification and enable new
designs and technology to enter the marketplace more quickly.
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Figure 7. Microstructures of cast tin (left) and spray-formed tin mold of Figure 6 (right). 400X
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Film Fabrication Technologies at NREL
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ABSTRACT

The National Renewable Energy Laboratory (NREL) has extensive capabilities for fabricating a variety of
high-technology films. Much of the in-house work in NREL's large photovoltaics (PV) program involves
the fabrication of multiple thin-film semiconducting layers constituting a thin- film PV device. NREL's
smaller program in superconductivity focuses on the fabrication of superconducting films on long, flexible-
tape substrates. This paper focuses on four of NREL's in-house research groups and their film fabrication
techniques, developed for a variety of elements, alloys, and compounds to be deposited on a variety of
substrates. As is the case for many national laboratories, NREL's technology transfer efforts are focusing
on Cooperative Research and Development Agreements (CRAD As) between NREL researchers and private
industry researchers. The reader is encouraged to consider and explore the application of these film-
fabrication technologies for their own needs by contacting the author or the principal scientists at NREL,
referenced below.

INTRODUCTION

Chemical deposition and physical deposition are the two principal classifications for a multitude of film-
fabrication technologies, whether the films are thin (about 1 micron thick or less) or not (thicker than 1
micron). Among the chemical deposition technologies used by NREL researchers are several chemical
vapor deposition techniques, liquid phase epitaxy, solution growth, and several electrochemical techniques.
Among the physical deposition technologies are several sputtering techniques, physical vapor deposition
using electron beams or resistance heating, molecular beam epitaxy, and melt coating. These techniques or
their variations have been used at NREL to deposit a variety of metals, compounds, and alloys as
amorphous, polycrystalline, or crystalline films. Among the critical factors in identifying an appropriate
deposition technology are the control precision needed for the amounts of the elements used in the films—
especially important in the case of semiconducting compounds and their dopants—the effect of the
deposition technology on the crystallinity of the final films, and the deposition rate—an especially
important parameter for production costing.

A historical description of NREL's film fabrication technologies and the materials deposited is in reference
1. The deposition techniques at NREL include electron beam evaporation, physical vapor deposition,
magnetron (DC and RF) sputtering, ion-beam sputtering, electrodeposition of multielement compounds,
molecular beam epitaxy, liquid-phase epitaxy, electrolytic plating, electroless deposition, plasma-enhanced
chemical vapor deposition, photochemical vapor deposition, hot-wire catalytic deposition, melt sheet
growth, and melt coating. Several of these techniques, or their variations, have been used to deposit fitms
of Si, amorphous S1, amorphous Ge, amorphous C, Au, Sn, Zn, Ag, Mo, W, GaAs, GaAlAs, GalnPs,
GaAsP, InP, GaP, CulnSe), CdS, Inp03(Sn), SnO2(Sb), ZnO(Al), Tap0s, TiOp, MgFs, ZnS, MoQ3,
WO3, diamond-like carbon films, YBaCuO compounds, BiSrCaCuQO compounds, TIBaCaCuO compounds,
other refractory metals, other metal oxides, silicon alloys, and amorphous-silicon alloys.

NREL also has a long history of substantial funding (50% of NREL PV funds) for industrial research in
photovoltaics; and much of that research is devoted to manufacturing processes, including film fabrication
research for thin-film devices. Subcontract research to industry is a legitimate technology transfer activity
at NREL, although industry itself is supported to develop technology, and no "transfer” takes place.

This paper will highlight four of NREL's film fabrication technologies and their achievements within
NREL's PV and superconductivity programs. Three are chemical deposition technologies that have proven
to be advantageous for the controlled deposition of multielement compounds and alloys. The fourth is a
physical deposition technology with known advantages for use in production. NREL's in-house research
capabilities are available to US PV companies, superconductivity companies, and other companies
interested in film-fabrication technologies.
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METALORGANIC CHEMICAL VAPOR DEPOSITION

J. Olson and coworkers successfully fabricated record-high-efficiency photovoltaic devices using a custom-
built metalorganic chemical-vapor-deposition system (2, 3). They grew their epitaxial layers of GalnP7
and GaAs in an atimospheric-pressure MOCVD vertical reactor, and achieved efficiencies for the
conversion of sunlight to electricity as high as 29% (active area), a record for this technology. The system
was built with a standard run-vent configuration. The Ga, In, P, As, and Zn sources were compounds of
trimethylgallium, trimethylindium, phosphine, arsine, and diethylzinc. Carbon doping came from a CClg
source consisting of reagent-grade CClg housed in a conventional bubbler, with Pd-diffused H7 used as the
carrier gas. Growth was done on zinc-doped GaAs single-crystal substrates.

During their work on improving device performance, this group developed an in-situ growth-rate
measurement technique using diffuse reflectance normal to the growth surface. The technique allows for
measurement of real-time surface roughness, in addition to growth rate. The period of interference fringes
obtained from the diffuse reflectance was compared with cross sections measured by a scanning-electron
microscope and shown to be inversely proportional to the growth rate.

HOT-WIRE CHEMICAL VAPOR DEPOSITION

R. S. Crandall and coworkers developed a different chemical vapor deposition technique for amorphous
silicon (4). Called hot-wire-assisted chemical vapor deposition (HWCVD), it appears to be capable of
producing hydrogenated amorphous silicon with properties superior to those fabricated by the more
conventional plasma-enhanced chemical vapor deposition (PECVD). The HWCVD films are deposited

using a hot filament temperature of approximately 1,900°C, to dissociate the silane gas, and a chamber
pressure low enough to minimize gas collisions before the film precursors hit the substrate. The amorphous
silicon films are fabricated using a SiH4 gas flow rate of 20 sccm and either glass or silicon substrates held

at varying temperatures between 40°C and 450°C. Deposition rates tended to be as much as four times
faster than PECVD rates; rapid deposition rates are critical to the cost effectiveness of production
technologies. Figure 1 is a schematic of this process.

ELECTRODEPOSITION

Instead of chemical vapors, R. Noufi, R. Bhattacharya, and coworkers developed an electrodeposition
technique using chemical solutions for depositing superconducting films (5). Electrodeposition is an
electrochemical process where materials (e.g., metals or oxides) in the proper stoichiometry are deposited
on conducting substrates from chemical solutions containing the ions of interest (e.g., Cu2*, Y3*, Ba2*, in
the case of one of the high-temperature superconductors). As is almost always the case for
electrodeposition, one of the two phases contributing to an interface of interest will be a liquid electrolyte,
which is merely a phase through which charge is carried by the movement of ions. The second phase at the
boundary is an solid electrode (the substrate in this case), which is the phase through which charge is
carried by electron movement. In general, when the potential of an electrode is moved from its equilibrium
value toward negative potentials, the substance that will be reduced first (Cu2* + 2" = CuD) is the one with
the least negative redox potential. For example, in a solution containing Cu?*, Y3*, and Ba2*, the Cu?™ is
reduced first, followed by the reduction of Y37 as the potential of the electrode is made more negative. All
three ions can be deposited on the surface of the electrode when the potential is negative enough. The
relative concentrations of the constituents in the deposited films are empirically determined by the
concentrations of the ions in the solution.

There are other families of superconducting compounds involving Ba, Sr, Ca, Cu, O and T, Ba, Ca, Cu, O
(6). NREL researchers have successfully electrodeposited these compounds in their appropriate
stoichiometries. A significantly high rate of fabrication, of the order of microns per minute, makes
electrodeposition a likely candidate for large-scale, cost-effective manufacturing of superconducting wires
or tapes. Figure 2 is a schematic of this process for the fabrication of superconducting tapes made from
thallium compounds.
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PILOT LINE SPUTTERING

Many PV researchers have concluded that sputtering does too much damage to films during fabrication to
yield the optimum electronic properties needed for high-efficiency photovoltaic devices. Yet T. Coutts and
coworkers adapted this deposition technology, with known production advantages to a high-quality solar-
cell design destined for space applications (7). Using Ar sputtering gas, InP solar cells were fabricated
using two sputter guns and depositing successive layers of indium-tin-oxide (ITO). The first thin layer
provided a shallow homojunction in the InP substrate, while the second provides part of an antireflection
coating needed for high performance of the completed solar cell. Additional layers, patterned electrical
contacts, and a post-deposition heat treatment provide controlled changes in the electrical and optical

properties of the solar cell and complete the processing of the final cell. Thirty-two solar cells, each 4 cm?
in area, were completed in the pilot production. The histogram of efficiencies ranged from about 15% to
over 16%. The poject demonstrated that the sputtering process can be used-for these relatively-large-area
devices and that the highest efficiency, 16.2%, is comparable to the highest reported from another
production method. Further, the process can be configured for in-line production rather than batch
production, characteristic of many CVD production processes.

CONCLUSION

This paper has briefly described four film fabrication technologies developed by NREL researchers for
either multilayer PV devices or high temperature superconducting coatings. Each of the research groups
mentioned above has achieved distinction within its respective research community through the
development of these particular film-fabrication processes for high-efficiency PV devices or
superconducting coatings. For U.S. PV companies, superconductivity companies, or other companies
interested in high-technology films and coatings, these and other NREL research groups are resources
available through formal cooperative R&D agreements, such as CRADAs.
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Ficure 1. Hot-Wire CHemicaL Vapor DeEPOSITION
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ABSTRACT

Amorphous diamondlike carbon (DLC) films were deposited using both single and dual ion beam
techniques utilizing filament and hollow cathode ion sources. Continuous DLC films up to 3000 A thick
were deposited on fused quartz plates. Ion beam process parameters were varied in an effort to create hard,
clear films. Center. Total DLC film absorption over visible wavelengths was obtained using a Perkin-Elmer
spectrophotometer. An ellipsometer, with an Ar-He laser (wavelength 6328 A) was used to determine index
of refraction for the DLC films. Scratch resistance,frictional and adherence properties were determined for
select films. Applications for these films range from military to the ophthalmic industries.

INTRODUCTION

Extensive resources by a large number of laboratories have been dedicated to diamond film
research. The attraction for diamond films is easy to understand. Diamond is the hardest known material,
an excellent insulator, and has a high thermal conductivity. However, high substrate temperatures (= 1000°C)
are required for the formation of these films. Thus, their usefulness is restricted to specialized applications
and to relatively small surface areas. Hydrogenated amorphous DLC films (1) however, can be deposited at
low temperatures, thus attracting numerous applications which are unapproachable by the high temperature
diamond film deposition technique. DLC films can be deposited at room temperature using several plasma
generating techniques as detailed by Robertson (2). With commercially available ion source systems, these
deposition techniques are easily configured to coat large and/or unique samples. Ideally the only constraint
regarding film deposition using ion sources is the size and pumping limitations of the vacuum facilities.

NASA Lewis Research Center is performing spinoff technology development to improve the
characteristics of DLC films made by dual ion beam deposition for the purposes of coating plastic ophthal-
mic lenses. High visible wavelength transmittance, scratch-resistance, film hardness, and acceptable index of
refraction are required for such applications.

Diamondlike Carbon Film Deposition Apparatus and Procedure
Two different dual ion beam systems were used to deposit DLC films. The first system was used by

Mirtich (1). It consisted of a 30 cm ion source with its grids masked down to 10 cm in diameter and an 8
cm ion source (figure 1). Argon flowed through a hollow cathode and a neutralizer to create a plasma dis-

*NASA Resident Research Associate at Lewis Research Center.
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charge. Methane was introduced into the discharge chamber to provide a source of carbon for DLC film
deposition. A second system used to deposit DLC consisted of a 15 cm diameter source and 8 cm diameter
source. The 15 cm cathode filament ion source with its extraction grids masked to 10 cm diameter, is used
to directly deposit DLC films using methane.

Prior to film deposition, samples are cleaned with soap solution in an ultrasonic bath, rinsed with
deionized water and dried with nitrogen. The specimens to be coated are then placed in vacuum and
cleaned using xenon ions at an energy of 500 eV for approximately two minutes. The total beam energy (the
sum of the discharge voltage and the screen grld voltage) is kept at approximately 125 eV. Current densities
at these conditions are approxxmately 60 pa/cm? in the vicinity of the sample. The dcposmon rate of the
DLC films on fused quartz is approximately 71 A/min.

Robertson and O’Reilly (3) have shown that a mixture of sp? (trigonal bonding associated with
graphite) and sp> (tetrahedral bonding characteristic of dlamond) form into graphitic clusters which are then
bonded into a larger sp° mamx It was also shown that the sp? clusters control the electronic properties in
the DLC film while the sp> bonding is responsnblc for its mechanical properties. Angus and Wang (4) also
discuss the role of atomlc hydrogen content in DLC films as a method of increasing the sp” coordination
while reducing the sp bonding.

Mirtich, et al (5), showed that a dual ion beam system with energetic argon ions in the second ion
source could produce clearer DLC films than possible with a single ion direct deposition source. During
dual-beam depositions an 8 cm cathode filament ion source with its extraction grids masked to 1 cm, is used
to direct a beam of hydrogen, argon or xenon ions at the substrate. The current density due to hydrogen
ions ranged from 80-300 pa/cm?.

Optical Properties of Films

The spectral transmittance and reflectance of the DLC films deposited on fused quartz were
obtained using a Perkin-Elmer lambda 9 spectrophotometer. The spectral absorptance is calculated based on
the measured transmittance and reflectance. Figure 2 shows the transmittance for DLC films deposited with
both the single and dual ion beam systems. The transmittance of the DLC film deposited with the dual ion
beam system is greater for all wavelengths compared to the single beam film. A 500 A thick film also is 90%
transmitting at wavelengths greater than 7000 A

Figure 3 shows the results of various techniques which were tested in an effort to increase the DLC
film transmittance at a wavelength of 5000 A. The values represent the transmittance at 5000 A (which
approximates the peak sensitivity of the human eye (6)) for DLC films on fused quartz substrate for various
dual beam gaseous deposition conditions. The 30 cm source for conditions 1 through 4 used a hollow
cathode to produce a plasma of argon and methane for DLC film deposition. If the hollow cathode is
replaced by a filament cathode the need to use Argon in the operation of the ion source during the DLC
deposition process is eliminated. The improvement in DLC film transmittance as a result of this alteration is
shown in condition 5 (Figure 3). Clearly a higher transmittance results when the dual beam system is used,
and especially when hydrogen gas is used in the second source. The use of a pure hydrogen ion beam in the
8 cm ion source produced a DLC film with a transmittance of 84%.

Index of refraction measurements were made with an Ellipsometer II system manufactured by
Applied Materials, Inc.. This system uses a 2 milliwatt helium-neon laser, with a wavelength of 6328 A and
at a 70° angle of incidence with the surface. This ellipsometer produces data which is used to calculate both
the index of refraction and the film thickness. The calculated film thickness is compared to the value
obtained using a Dektak surface profilometer to determine the reliabilitx of the calculated index of
refraction. The techniques showed agreement within approximately 70

A DLC film’s index of refraction is important because this property determines the required film
thickness for use in an anti-reflective stack coating. As the difference between two materials’ indices of
refraction increases, less of each material is required to produce an anti-reflective coatings. This smaller
amount of material (thinner film) would correspond to a higher transmittance because of less light
attenuation and to a reduction in film deposition time. both of these factors (less material, less time)
translate to a lower cost to produce anti-reflective coatings.
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The DLC films made with the direct deposition technique using methane in a single ion source
produce films which have an index of refraction of 2.0. When a hydrogen beam is directed at the sample
during film deposition the index of refraction decreases to values of 1.75 to 1.8 as the current density of the
hydrogen beam in the second ion source is increased.

Scratch Resistance and Adherence

Diamond stylus scratch tests were performed on both a DLC coated and an uncoated fused quartz
plate. The DLC coating had a thickness of 16504, and was deposited using a single ion beam source. The
plates were ultrasonically cleaned in acetone, rinsed with pure ethanol followed by deionized water, then
dried in air. A diamond stylus with a hemispherical radius of 841 um was slid along the plate at a rate of 10
mm/min. A progressive normal load of 0 to 25N was applied at a rate of 100 N/min. These parameters
generated a total scratch length of 2.5 mm with an effective load-displacement relationship of 10 N/mm.
The frictional force and acoustic emission were monitored during the scratch tests. The acoustic emission
signal is an accurate indicator as to when fracture initiates for brittle materials, such as fused quartz.

Figure 4 summarizes the results from the scratch tests on the coated and uncoated plates. The
acoustic emission signal indicates that fracture initiated on the uncoated quartz plate began to fracture at
approximately 13 N normal load whereas the DLC coated plate did not begin to fracture until approximately
21 N normal load. The frictional force was relatively linear in both cases, but was notably lower for the
coated plate. The average friction coefficient (frictional force divided by normal force) for the test duration
was 0.04 £0.01 for the uncoated plate and 0.03 =0.01 for the DLC coated plate.

This reduction in friction is the most likely reason that the DLC coated plate withstood a higher
normal load before fracturing than the uncoated plate. A spherical stylus sliding along a flat plate generates
a maximum tensile stress at the trailing edge of the sliding contact (7). It has been shown that this trailing
edge tensile stress is the cause of failure in brittle materials (ref 8). This tensile stress is amplified by the
friction coefficient between the stylus and the plate. Therefore a reduction in friction coefficient also reduces
the tensile stress at the trailing edge of the contact.

Abrasion tests were performed on single ion beam DLC films deposited on fused quartz by rubbing
Si0, particles (=80 pm particle size) over the surface. These particles were rubbed on the surface by hand.
Figure S shows how the DLC film coated side was protected from the abrasive particles while scratches can
be seen on the uncoated portion of the sample.

Adherence of DLC films deposited on fused quartz using both the single and dual beam methods
was measured by Mirtich (9). The adherence of these films were as good as the maximum adherence of the
Sebastian Adherence Tester used to make the measurement (5.5 x 10 N/m? or 8000 psi), regardless of the
method of deposition. The film adherence was so great in fact that often portions of the quartz lifted off
leaving the DLC film intact.

Potential DLC Applications

A variety of companies in the United States were surveyed in 1989 by the regarding the potential
comuercial applications of DLC films. Table I lists the 12 applications which were most highly rated of the
39 questionnaire responses received. In addition, Table II lists of the focussed applications which are being
explored at NASA Lewis Research Center for which DLC films would be well suited.

SUMMARY

DLC films are hard, very adherent and can be deposited at room temperature. These films may
prove to be beneficial in technological areas seeking to improve the scratch resistance of materials through
the use of novel thin coatings. The availability of ion beam systems (whether dual or single beam) facilitates
configuring systems for deposition onto large, non-standard shapes. Single beam DLC films are already
being used as scratch resistant coatings on sunglass lenses which are available commercially since high
transparency is not as critical. The addition of a second ion source has been shown to improve film
transmittance, thus increasing the usefulness of these films to other eyewear and optical surfaces (automotive
windows, scanners, etc.). The index of refraction for DLC films is reduced when a dual ion system
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employing a hydrogen beam is used. A DLC coated quartz plate has shown a superior ability to resist
fracture under sliding in comparison to an uncoated quartz plate. Thus, the use of a fairly thin DLC film has
the potential to provide improved scratch resistance beyond the capability of the substrate onto which it is
deposited.
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TABLE I

Potential Diamondlike Carbonr Film Applications

DLC Film Application

8.
9.

Protective coating for
sunglass lenses

Protective coating for
eyeglass lenses

Hermetic coating for eyewear

Abrasion, moisture resistent coating for
optical surfaces (visible and infrared)

Magnetic recording head

Coating computer hard disk

Abrasion resistant coating for optical win
dows in bar code scanners

Biomedical applications

Chemically resistant protective coating

10. Enhanced IR transmittance of Ge and Si

Infrared optics

11. Cutting blades

12. Abrasion resistant non-stick

coating for cookware

34

Desirable DLC Film Proper-
ties
it ]

Hardness, scratch resistance

Hardness, scratch resistance,
transmittance

Hermeticity, hardness, scratch
resistance, transmittance

Hermeticity, hardness, scratch
resistance, transmittance

Hermeticity, hardness, scratch
resistance

Hermeticity, hardness, scratch
resistance

Hardness, scratch resistance

Biocompatibility, hermeticity
Hermeticity, hardness

IR transmittance, index of
refraction, abrasion protection

Smoothness, hardness, herm-
eticity

Hardness, scratch resistance
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TABLE Il
Focused Diamondlike Film Applications
at NASA Lewis Research Center

Abrasion-Resistant Anti-Reflective Optical Coatings

Plastic sunglass lenses

sPlastic eyeglass lenses

»Other optical substrates such as glass

Chemical/environmental protection ("hermetic sealing”) of transparent substrates
*Quartz

*Glass

Plastics

Wear Protection of Non-Optical Substrates

*Magnetic Disks

sCutting Surfaces
*Other Wear Parts
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Figure 1. Dual lon Beam Apparatus
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ABSTRACT

Research has been underway at the NASA Lewis Research Center since the 1960’s to develop high
temperature, self-lubricating materials. The bulk of the research has been done "in-house” by a team of
researchers from the Materials Division.

A series of self-lubricating solid material systems has been developed over the years. One of the
most promising is the composite material system referred to as PS-212 or PM-212. This material is a
powder metallurgy product composed of metal bonded chromium carbide and two solid lubricating materials
known to be self-lubricating over a wide temperature range.

NASA feels this material has a wide potential in industrial applications. Simplified processing of this
material would enhance its commercial potential. Processing changes have the potential to reduce processing
costs, but tribological and physical properties must not be adversely affected.

Extrusion processing has been employed in this investigation as a consolidation process for
PM-212/PS-212. It has been successful in that high density bars of EX-212 (extruded PM-212) can readily
be fabricated. Friction and strength data indicate these properties have been maintained or improved over
the P.M. version. A range of extrusion temperatures have been investigated and tensile, friction, wear and
microstructural data have been obtained. Results indicate extrusion temperatures are not critical from a
densification standpoint, but other properties are temperature dependent.

INTRODUCTION

As advances in engine technology have proceeded over the years, a corresponding need has been
generated to develop lubricating systems capable of performing in extreme temperature environments. These
temperatures exceed the useful range of normal lubricating systems. Liquid and dry lubricants cannot
operate at temperatures where the organic components break down or the solids oxidize. New methods
include gas bearings and self-lubricating/load bearing composites such materials are needed to fulfill the
promise of improved high temperature system performance.

A series of self-lubricating composite materials, unique in their chemistries, has been developed at
NASA Lewis. The latest and most promising in this series is referred to as PS-212 or PM-212. This
material is composed of powders of chromium carbide with a nickel base alloy binder combined with silver
and eutectic fluorides. Both PS-212 and PM-212 have the same composi-tion, only fabrication methods
differ. The first version was PS-212, a plasma sprayed material that is described in detail in refs. 1, 2, 3, and
4. Plasma spraying of the material, while relatively simple, has some inherent drawbacks including the
uneven buildup of the sprayed surface, compositional variation, entrapped porosity and oxidation, and the
inability to coat many internal surfaces. PM-212 was the next version and it was developed using standard
powder metallurgy techniques including cold or hot pressing, cold isostactic pressing and sintering or hot
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isostatic pressing. This data is reported in refs. 5 and 6. Reference 5 deals with powder metal processing
and resultant tribological properties. In ref. 6 strength properties of PM-212 are reported for various
processing conditions. Thermal conductivity and thermal expansion are also included in this reference.

A new material must be cost effective to be accepted as a viable commercial product. Raw material
costs and processing are major considerations in this acceptance process. Extrusion has the potential for
reduced processing costs and is a commonly accepted processing procedure.

Optimum extruded properties should only be expected if the variables are optimized. These include:
(1) starting powder sizes and distribution, (2) extrusion temperatures, (3) reduction ratio and extrusion
speed. This investigation was limited and only looked at varying extrusion temperatures over a range from
1400°F to 1800°F. The results reported are therefore not necessarily optimum for EX-212 .

The advantages for using extrusion include the following: Commercial extrusion is done over a
range of temperatures and is used on a variety of materials including both metallics and non-metallics. The
extrusion process both consolidates and shapes. Shapes and sizes can vary greatly depending upon tooling.
Resultant products are consistent in properties and reduced in cost.

MATERIALS AND PROCEDURE

PS-212, PM-212 and EX-212 are three process versions of the same basic material. They are
composed of 70% of a metal bonded, chromium carbide powder (i.e. Metco 430 NS), 15% silver, and 15%
barium fluoride/calcium fluoride. The chemical compositions of these components are listed in Table I.
Metco 430 NS powder gives the hardness, wear resistance and load bearing capacity while silver lubricates
from cryogenic temperatures to 900°F and the fluorides lubricate from 900°F to 1600°F.

MATERIAL PREPARATION

All components were obtained from a commercial source that processed and blended the powders
under the direction of NASA personnel. As indicated in Table I, Metco 430 NS powder is from -200 to
+400 mesh, silver powder is -100 to +325 mesh and the eutectic fluorides are -200 to +325 mesh. These
powders are mixed in a "V-blender" for 45 minutes.

The blended powders are processed in air and are gravity filled into the extrusion cans. These cans
are fabricated from mild steel and have a finish size of 3" O.D. x 2" LD. x 6" long. After filling the cans, the
contents are degassed prior to welding on the top. After sealing the cans were furnace heated for one hour
at the extrusion temperature and then rapidly transferred to the extrusion press. Area reductions for the
extrusions were held constant at 16:1. This resulted in an EX-212 bar diameter of about .4 inch and a length
of 5 feet. The extrusions were done in a 1020 ton vertical press. Maximum punch pressure is less than
190,000 PSI. Extrusion temperatures were 1400°F, 1500°F, 1600°F, 1700°F, and 1800°F.

After extrusion, the bars were inspected by both x-ray and surface fluorescence (Zyglo) and then
fabricated into test samples. Two types of test samples were used in this investigation. They are shown in
fig. 1 and include tensile test bars (ref. 7) and friction and wear bars. Test specimens were fabricated by
diamond grinding for the friction wear bars and by silicon carbide grinding for the tensile bars. Both
methods worked, but the diamond ground surface was smoother.

TENSILE AND TENSILE TESTING

Tensile tests were run at room temperature, 800°F, 1200°F, 1400°F and 1600°F. They were run, in
most cases, as single data points. Tests were run in a controlled strain rate test machine and temperatures
were measured with thermocouples attached to the test section.

Friction and wear specimens were scrubbed with an alumina/water paste and rinsed with deionized
water prior to testing. These specimens were slid against a Rene *41 (nickel base alloy) counterface disk.
Testing was done in a pin-on-disk tribometer. The hemispherically tipped (3/16" radius of curvature)
specimen (pin) was loaded against the flat surface of the rotating Rene ’41 disk. Sliding speed was 9 ft/sec
with a deadweight load of 1.1 Ib. Tests were run in an air atmosphere (relative humidity 35% at room
temperature) at 70°F, 660°F and 1400°F.
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Nine double-ended EX-212 specimens were tested for a total of 36 half hour tests by running two
tests on each pin end. Of the nine specimens, three each were from the 1400°F, 1600°F and 1800°F
extrusions. The Rene 41 disks were heated by induction and were generally run at 1000 rpm (9.2 ft/sec.}.
(A velocity survey was conducted by running successive five minute tests at 10, 100, 500, 1000, 2000, and 3500
rpm.)

After each half-hour test, wear measurements were made. The pin tips were photomicrographed to
determine wear scar diameters. A surface profile meter was used to measure the cross sectional area of the
disk wear track. These measurements were used to calculate wear volumes and wear factors for the pins and
disks.

Microstructures of the extruded EX-212 material were examined in both the etched and the
unetched conditions. All microstructural examination was done with optical microscopes on longitudional
sections. It should be noted that optical viewing shows the fluorides as black, due to their low reflec-tivity.
They should not be mistaken for voids which have no reflectivity.

HARDNESS

Hardness tests were run on an automatic readout Rockwell Hardness Tester. All tests were run on
cross sectional segments cut from the extrusions. Tests were run on the R "C" scale and are listed in Table
Iv.

RESULTS AND DISCUSSION

Extrusions of PS-212 blended powder were run at temperatures of 1400°F, 1500°F, 1600°F, 1700°F
and 1800°F. This was done to determine the feasibility of of using a low cost commercial process to
consolidate the composite material into near net shape. Starting powder sizes were those used in the carlier
studies of PS/PM-212. Reduction ratios were similar to those used in earlier studies with high temperature
alloy systems. (Ref. 7)

All of the extrusions were successful in that they did consolidate into a bar configuration. X-rays of
the bars indicated a relatively uniform, continuous extrusion with no bursts or discontinuities. Test samples
were examined by X-ray and Zyglo and found to be generally porous. The porosity was the greatest in the
lower temperature extrusions. Less porosity was evident as extrusion temperature increased and was a
minimum at 1800°F.

TENSILE

Tensile data is shown in Table II and plotted in fig. 2. Generally the lower temperature extrusions
had better strength at test temperatures from room to 1200°F and the higher temperature extrusions had
better strengths at 1400°F and 1600°F. Elongation in all cases were less than 3%. The low temperature
extrusions had the least ductility as measured by tensile elongation. The brittle fluoride eutetic encapsulates
the metallic phases and limit both the strength and ductility. Both the strengths and the ductility of the
EX-212 compare favorably with the PM-212. It should also be noted that refinements in the particular size
of the components may have a strenghtening effect on the resultant extrusion, especially at the lower
extrusion tempera-tures.

FRICTION AND WEAR

The friction and wear results are shown in Table III and figs. 3-8. The friction and wear behavior
for the EX-212 samples are shown to be similar to results previously found for sintered PM-212.

The friction values for the EX-212 at a sliding velocity of 9.2 ft/sec ranges from a low of 0.26 at
1400°F for the 1400°F extrusion to a high of 0.50 at 660°F for the 1600°F extrusion. The pin wear factors
for all the extruded tests were determined to fall within the moderate to low range within the 1400°F
extrusion showing the least wear at 1400°F. The disk wear factors were found to fall within the moderate to
low range for all the extruded tests except two. The wear factor for the 1600°F and 1800°F extrusions were
negative, denoting material transfer from pin to disk. This transfer was reflected in the wear factors of the
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corresponding pins, which had the two highest pin wear volumes of the extruded tests.

In general for the EX-212, increasing the disk speed was found to decrease the friction coefficient,
with less of an effect at higher temperatures. This behavior was also displayed by the sintered PM-212
previously studied.

Overall the EX-212 samples were determined to display friction and wear behavior to sintered PM-
212. Varying the extrusion temperature was found to have little effect on the tribobehavior of EX-212,
although the 1400°F extrusion has the best overall performance.

MICROSTRUCTURE

Fig. 9 shows 25X unetched photomicrographs of all extrusion temperature bars. Stringers appear
most evident in the lower temperature bars. Some voids are present in all bars but again they are the most
evident in the low temperature extrusions. Fig. 10 shows the etched bars at 100X. Particles are deformed
and elongated (cold worked) in the 1400°F extruded bars. This deformation decreases as the extrusion
temperature is increased. At 1800°F the extruded microstructure is equiaxed. Fig. 11 shows the etched
microstructure at 1000X. The 1400°F microstructure shows three major components. Fluorides are shown
as dark phases, the white phase is silver and the grey phase is the Metco 430NS. Note that there are very
thin bands of silver between grey phases. As extrusion temperature is increased, a second phase appears in
the matrix of the Metco 430NS. The carbides remain clear. Silver appears to coalesce as the extrusion
temperature increases.

It should be emphasized that the interconnected dark grey areas are fluorides and not voids.
Density measurements of the extrusions indicate near theoretical density in all extrusions.

HARDNESS

The hardness tests were taken on the Rockwell "C" scale and hence represent an average hardness
over a range of phases. Micro hardness studies might be appropriate for further studies on the effect of
extrusion parameters. The hardness values obtained are listed in Table IV and generally indicate an
increasing hardness with increasing extrusion temperatures. This is unexpected since lower temperature
working conditions would be expected to result in increased work hardening and hardness. One explanation
might be the increased evidence of carbide growth in the higher temperature extrusions and the development
of the second phase precipitate in the nickel matrix.

CONCLUSIONS

The PS-212 chemistry and the components lend themselves to fabrication by the extrusion process.
Large reduction ratios (16:1) of the canned powders result in solid bars with minimal porosity. Component
particle size is probably a factor in resulting physical properties. Properties of the extruded EX-212 compare
favorably with the prior versions of the PM-212,

Extrusion offers a low cost process to fabricate near net shape components for bearing applications.
Further work might be done to evaluate finer particulate sizes and their effect on resultant physical
properties.
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TABLE |. - COMPONENTS OF EX-212

COMpPo-— Compo- Compogi- Particle up? Hardness,
nent slzion, tion, size °c Hv
wh % vol 8 U.S. Sieve No. kg/mm®
{pm)

Component A: Bonded Chromium Carbide: 70 wt % of PM212
cr.c, 45 47 1895 *1300
oL 28 22 1455 ‘s70
<o 12 10 ———— ] mm——
cr 9 9 PR E—

-200 + 400
o ? ! (35 to 74) some | =
Al 2 5 R
B 1 3 m——— | ewme——
Si 1 3 w—— ] eme——
Component B: Silver Metal: 15 wt % of PM212
Ag 100 100 ~100 + 325 961 €25
(44 to 150)
Componsnt C: Prefused Buteactic: 15 wt % of PM212
BaF 62 52 -200 + 325 1050 150

. 1280 °110

car 38 48 (44 to 74} 1423 145

"“'Handbook of Physics and Chemistry, 70th ed., 1990, CRC Press Inc.,

Boca Raton, FL.

"'oeadmore, D.L. and Sliney, H.E.:
Lubricants at 25 to 670 °C,

““'Lozinskii, M.G.:
Prosy, 1981.

"H4igh Temperature Metallography,” Pergamon

"Hardness of Caf, and Ba?, Solid
" NASA TM-88979, March 1987.

TABLE Il TENSILE STRENGTHS OF EX-212

; Extrusion Temp, Deg. F | Test Temp., Deg. F : Ultimate Tensile Strength, KSI
i 1400 70 21.4,23.4 '
| 800 20.0
' 1200 17.5 ;
1400 7.0 ?
1600 1.6
1500 70 25.5
800 22.0
1200 17.0
1400 74
1600 2.2
1600 70 24.4,24.0
800 20.0
1200 13.0
1400 7.0
1600 1.6
1700 70 19.0, 19.5 g
800 16.5 j
1200 12.0
1400 5.6
1600 13,12
1800 70 24.2,26.5
800 i 18.0
} 1200 16.0
; 1400 [ 105
1600 |24
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TABLE il - Friction and Wear Comparison of EX-212 Pins Against René 41
Disks With Sliding Velocity of 9.2 ft/sec at 1000 RPM

Processing Temperature Fricion Kpin Kdisk Number of
Method [°C) Coefficient 10-* mm3/N-m 10-5 mm3/N-m Tests
Extruded 25 (17F) 0.3520.01 11205 0.55%x0.4 3
at 1400F 350 (662F) 0.46=0.07 1.5£1.3 0.23£0.8 3

760 (1400F) 0.26+0.03 0.39+0.1 0.15£0.5 3

Extruded 25 0.37x0.04 5.220.3 3.5%4.3 3

at 1600F 350 0.50+0.05 1.6£0.6 0.18%0.2 3
760 0.3540.01 6.8+3.7 -3.0+2.1 3
Extruded 15 0.35%0.04 3.0=l.3 14232
at 1800F 350 0.44£0.08 1.24£0.6 0.23%1.1 3
760 0.33£0.03 3.5%9.4 -1.143.9 3
25 0.55%0.05 3.2%£1.5 71.0%2.0 2
Sintered 350 0.38+0.02 39+1.8 0.35%0.1 3
760 0.35%0.06 0.36=0.09 1.046.0 4
25 0.37£0.04 1.8=0.4 0.45%0.1 24
HIPped 350 0.32+0.07 2.5+0.3 0.85+0.4 24
760 0.3120.04 | 0.07 22408 24

Note: Uncenainties represent one standard deviation from the mean for the friction
coefficients and the data scatter range for the wear factors.

TABLE IV
ROOM TEMPERATURE HARDNESS DATA FOR EX-212

EXTRUSION TEMP, DEG F AVERAGE HARDNESS, R"C"

1400 21.5
1500 20.0
1600 31.5
1700 24.5
1800 32.0

1.7 cm
(0in.) =
100
0.76 cm DIAM.
(.30 in.)
1.62cm
0.64 cm DIAM. (3.00in.) Hemispherical Radius (both ends)
{.25in.) 0.187540.0005in.
0.64 cm RAD. /
LBin.) T | .~1.42cm Nominal Cylinder
o (..56 in.) Diameter 0.375in.
_t L )
ml 7
0.46 cm Nominal Length 1.1in.
€S-77-2160 @LIB in.)

FIGURE 1.A - Tensile/Stress Rupture Specimen Ground From
Extruded Bar Stock
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FIG. 9
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FIG. 11
(e) Ext. at 1800°F

55







.*NKN@? FiLmep







"MEASURING THE METASTATIC POTENTIAL OF CANCER CELLS"
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Houston, Texas 77058

Howard Gratzner, Ph.D.
DNA Sciences, Inc.
The Woodlands, Texas 77380
and

M. Z. Atassi , Ph.D.
Baylor College of Medicine
Houston, Texas 77030.

ABSTRACT

Cancer cells must secrete proteolytic enzymes to invade adjacent tissues and migrate to a new metasiatic site.
Urokinase (uPA) is a key enzyme related to metastasis in cancers of the lung, colon, gastric, uterine, breast, brain
and malignant melanoma. A NASA techology utilization project has combined fluoresence microscopy, image
analysis and flow cytometry, using fluorescent dyes, and urokinase-specific antibodies to measure uPA and
abnormal DNA levels (related to cancer cell proliferation) inside the cancer cells. The project is focused on
developing quantitative measurements to determine if a patient's tumor cells are actively metastasizing. If a
significant number of tumor cells contain large amounts of uPA (esp. membrane-bound) then the post-surgical
chemotherapy or radiotherapy can be targeted for metastatic cells that have already left the primary tumor. These
analytical methods have been applied to a retrospective study of biopsy tissues from 150 node negative, stage I
breast cancer patients. Cytopathology and image analysis has shown that uPA is present in high levels in many
breast cancer cells, but not found in normal breast. Significant amounts of uPA also have been measured in
glioma cell lines cultured from brain tumors. Commercial applications include new diagnostic tests for metasiatic
cells, in different cancers, which are being developed with a company that provides a medical testing service using
flow cytometry for DNA analysis and hormone receptors on tumor cells from patient biopsies. This research alsc
may provide the basis for developing a new "magic bullet" treatment against metastasis using chemotherapeutic
drugs or radioisotopes attached to urokinase-specific monoclonal antibodies that will only bind to metastatic cells.

INTRODUCTION

Malignant cells are characterized by abnormal levels of DNA, rapid proliferation, uncontrolled growth and the
ability to invade surrounding normal tissues. The measurement of biochemical markers on cancer cells can provide
valuable information as to disease-free survival, time to relapse and thus provides the physician valuable with data
for planning adjuvant therapy. Indirect immunoassays of markers extracted from biopsy tissues are important, but
more precise measurements can be made by analytical cytometry. The current trend is towards microscopic analysis
of the immunochemically stained tumor sections or dissociated cells, coupled with quantitation by image analysis.
Specific markers can be directly associated with the cancer tissue, as opposed to biochemical extraction procedures.
Tumor markers currently assessed include those which measure cellular proliferation, the presence of specific
oncogenes, tumor-suppressor molecules, and cancer related proteins (see Table 1). Tumor related proteins include
proteolytic enzymes which are correlated with recurrent disease and metastasis. These enzymes are involved in a
cascade of proteolyic interactions with other enzymes and inhibitors which often culminate in the dispersal of
invasive cancer cells through surrounding basement membranes and vascular systems and thereby allow them to
relocate at metastatic sites distant from the primary tumor. Among these proteases are the plasminogen activators,
their receptors and inhibitors, which together mediate key steps in the metastatic process.
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Table 1. Examples of breast cancer prognostic markers currently used for patient assessment.

MARKER DESCRIPTION
DNA CONTENT Propidium iodide DNA content variation from normal diploid (Aneuploidy)
PROLIFERATION % S PHASE % of cells undergoing DNA replication
BrdU, IdU DNA synthesis rate in S phase cells
Ki 67 Cycling (dividing) cells
PCNA Proliferating cell nuclear antigen expressed in Gi,
S and G2 phases of cell cycle
RECEPTORS Estrogen (ER) ER negative tumors do not respond 1o ER hormone therapy
Progesterone (PgR) PgR negative tumors indicate better discase-free survival
(Stage II and beyond)
HER 2/neu, c-myc Oncogenes amplified or overexpressed in breast cancer
EGFR Epidermal growth factor Receptor, overexpressed in breast cancer
ENZYMES Urokinase (uPA) Plasminogen activator --> plasmin -->activates proteases
Collagenase IV Metalloproteinase that dissolves collagen & laminin
Cathepsin B & D Estrogen-related lysosomal enzymes
Abnormal DNA

The quantity of DNA in normal cells is a precise amount depending on the phases of the cell cycle. DNA can
be measured by labeling with DNA specific fluorescent dyes (propidium iodide). The amount of dye (fluorescence)
measured is directly proportional to the amount of DNA present. Also the cells can be exposed to DNA precursors
(BrdU, I1dU), then fluorescent labeled antibodies, specific for the DNA precursor, can be used to localize which cells
are synthesizing DNA and how much [1]. Antibodies against proliferating cell nuclear antigen (PCNA) can also be
used (see below). Fluorescent labeled cells then can be analysed in a laser flow cytometer or fluorescent microscope.
A histogram of DNA content in normal cells shows a single diploid peak (at G1 phase) and a tetraploid peak (at
Go+M phase). However, in most biopsies the abnormal DNA content of tumor cells is detected as a second Gi
peak or multiple peaks. Abnormal DNA (DNA ancuploidy) is considered as an independent indicator of tumor
aggressiveness and poor prognosis that is used to supplement cytopathology grading of the tumor.

Proliferation

Flow cytometric measurement of the percentage of proliferating tumor cells that are involved in synthesizing
DNA (8-phase cells) also is an independent indicator of malignancy. High percentages (15 -20%) of S-phase tumor
cells usually indicates an aggressive malignancy and usually correlates well with abnormally high DNA content.
The labeling index (L.I) obtained by pulse-labeling cells with DNA precursors represents the rate that DNA is being
synthesized in tumor cells. Usually, a LI > 4% is associated with a higher probability of recurrent malignancy [2].
Antibodies against Ki 67 and PCNA have been used as a measure of tumor cell proliferation. PCNA (also called
cyclin) is an auxiliary protein of DNA polymerase-alpha [3]. PCNA normally appears in only trace amounts in G}
and increases to maximum in S-phase then declines in G2+M phase. In tumors, high levels of PCNA are
expressed in the proliferating cells in all cell phases, whereas BrdU only labels cells in S phase [4].
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Receptors

Hormone receptor density on cancer cells is often important as a marker for aggressive tumors and provides
strategic information for post-surgical adjuvant therapy. In the case of breast cancer, the most common prognostic
indicator for the past decade has been the number of lymph nodes that the primary cancer has spread into, More
recently, hormone receptor density on tumor cells has gained importance. The lack of estrogen receptor in Stage I
breast cancer has become an important predictor of ecarlier recurrance and poor survival. In stage II, the
measurement of progesterone receptors is more important than estrogen receptors for predicting discase-free
survival. There is a strong correlation between tumor receptor content, % S-phase cells and DNA aneuploidy. High
proliferative activity is usually inversely related to estrogen receptor levels [6].

The protooncogenes HER-2/neu (also called erbB-2) and c-myc have normal roles in the control of cell growth
and differentiation, but these are amplified and overexpressed in adenocarcinomas, lung, ovarian and breast cancer.
The HER-2/neu protein appears to function as a receptor for mediators of growth and differentiation. The HER-
2/neu protein has structural similarity to epidermal growth factor (EGF) which is a potent cellular mitogen. The
measurement of cell surface receptors for HER-2/neu and EGF also has become improtant as a marker for invasive
cancers and poor survival. Antibodies against HER-2/neu have been shown to arrest growth of tumor cells at late S
or early G7 phase [7].

Proteolytic Enzymes and Metastasis

Cancer cells must secrete proteolytic enzymes to dissolve the basement membranes and intracellular matrix
between the densely packed normal cells in order to leave the primary tumor and migrate to a new metastatic site
via the blood or lymphatic circulatory systems. Serine proteases such as plasminogen activator enzymes have
been linked with the invasion of tumor cells into adjacent normal tissues and with metastasis. Urokinase is not
produced in most normal cells, except for low levels in certain types of normal kidney cells, colon, gastric mucosa,
and endothelial cells lining small arteries. However, urokinase is produced in many tumors such as breast [8, 9],
lung [10], colon [11], gastric mucosa {12], uterine [13], bladder [14], prostate [15], and malignant melanoma [16].
Both urokinase-type plasminogen activator (uPA) and tissue-type plasminogen activator (tPA) enzymes have been
studied using assays of the enzymes after extraction from tumor cells or assays of supernatant medium from tissue
culture of the tumor cells [12, 13, 14, 15]. In most tumors, high levels of uPA, not tPA, has been correlated with
metastasis or recurrent disease [ 13, 14].

High levels of urokinase ( >3.49 ng/mg of total protein) extracted from breast tumor tissues have recently
been shown to be a good prognostic indicator for high risk of recurrance and shorter patient survival times [17].
Primary lung and colon tumor cells also produce more uPA than metastatic cells, but different methods of
extraction and assays often give widely variable results [13]. Total uPA measured from tumor tissue or secreted by
cultured explants is difficult to quantitate, especially if the measurements are made on a large group of cells. The
data obtained is an average value of all normal and cancer cells, rather than a measurement of each individual cell.
Few direct measurements of intracellular and extracellular urokinase have been made [10,18]. Urokinase (uPA) can
be present in the tissues in several molecular forms. The inactive proenzyme is a single chain protein (scuPA) that
is cleaved at Lys.158 to form the double chain, high molecular weight active form (HMW-uPA) that is 54
kDaltons. A low molecular weight form( LMW-uPA) can also be formed by cleavage of the HMW-uPA ai Lys.135
- Lys.136 giving a 35 kD active enzyme. The active urokinase enzyme converts plasminogen into plasmin, which
in turn, dissolves intracellular fibrin matrix componets as well as activating collagenases, laminases, and other
related protease enzymes which are important to the anchorage and growth regulation of cells (see Figure 1).
Recently, it has been shown that the HMW active form of urokinase, bound to the tumor cell membrane, is
responsible for the local lysis of the extracellular matrix, hence the tissue invasion mechanism for metastasis [10].
Receptor (membrane) bound uPA is twice as efficient (catalytically) as free fluid-phase uPA [19]. The unbound uPA
and the LMW form is not responsible for most of the local dissolution of extracellular matrix in the immediate
vicinity of the metastatic tumor cell. The presence of plasminogen activator inhibitors (PAI-1, PAI-2) also are
correlated with a better prognosis and are inversely related to high levels of uPA (poor prognosis). PAI-1 binds to
the active HMW-uPA, but not to the inactive scuPA [20]. Also after PAI-1 binds to the membrane-bound active
uPA the complex is internalized into the cell and degraded [21].
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Figure 1. Schematic of interrelationships among urokinase forms, inhibitor, uPA receptor, activation of plasmin
and subsequent protease steps that enable tumor cell invasion and lysis of the extracellular matrix and metastasis.

It is clear that the complexity of the many interrelationships within the cascade of proteolytic activations
makes it difficult to use an average value for the level of uPA produced by all of the cells in the tumor. Especially,
when most of the normal tissue do not produce uPA and many of the tumor cells do not produce uPA unless they
are actively metastasizing. The challenge is to quantitatively measure uPA inside and on the surface of the cancer
cells and then correlate those uPA levels with other specific markers to characterize the metastatic scenario for each
tissue type and stage of cancer. No previous method has been developed to accurately measure the intracellular
urokinase content, membrane-bound urokinase and cellular secretion levels and then correlate those urokinase levels
with DNA content, DNA synthesis, hormone receptors and other markers of aggressive tumor growth to determine
the metastatic potential. This project is developing a quantitative diagnostic test to be used first with existing
panels of cyilogical evaluations of breast cancer and later for other types of cancer.

QUANTITATIVE ANALYSIS OF INDIVIDUAL CELLS

We have used flow cytometry and image analysis of fluorescent microscopic images to measure urokinase and
DNA in histopathology tissue sections of breast tumors, dissociated cells (prepared in single cell suspensions) taken
from tumor biopsies and in several cell lines of malignant brain tumors (gliomas). Fresh cells are isolated from
tumor tissue or cytological samples and prepared for antibody incubation in the same manner. Histology sections
are prepared from frozen tissues or deparaffinized sections cut from previously embedded biopsies. The antibodies
specific for urokinase are incubated with the cells or tissues first, then the cells are incubated with a second antibody
having a fluorescent marker detectable by analytical cytometry techniques. DNA content and synthesis rate (based on
DNA stains or uptake of DNA precursors) is measured by flow cytometry or image analysis. The same cell sample
can be measured for DNA content and urokinase by staining of the DNA and labeling the urokinase with a
fluorescent marker that emits at a different wavelength than the DNA dye or marker. Thus both the DNA and
urokinase can be measured simultaneously using two-color image analysis or flow cytometry. The image analysis
can localize and quantitate uPA in the cytoplasm and cell membrane. An advantage of the use of cell lines is the
ability to study uPA expression in relation to cell proliferation and DNA replication. We also are conducting a
retrospective study on biopsies from 500 Stage I, node negative, breast cancer patients in collaboration with the
Ontario Oncology Working Group made up of researchers from three Canadian and three U.S. cancer centers.
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Methods

Attempts have been made to study the expression of uPA during exponential growth as well as in cultures that
have been placed on serum-free medium. Quantitation of uPA levels involves immunofluorescent staining with anti-
uPA monoclonal antibody (#394, obtained from American Diagnostica, Greenwich,CN), as primary antibody by the
indirect technique. The second antibody consisted of fluorscein-conjugated goat anti-mouse IgG, for FCM and image
cytometry studies, or in some cases, rhodamine-labeled goat anti-mouse IgG for image cytometry.

Cells were scraped from flasks, in lieu of trypsinization, in order to preserve membrane-bound antigen. Cells
were washed in PBS and triturated to disperse the cell pellets. Single-cell suspensions were usually achieved, which
were then fixed for in 0.5% paraformaldehyde 15 min. at room temperature, followed by one hour permeabilization
in 70% methanol at 4° C., cells were re-suspended and blocked with 1% bovine serum albumin in PBS for 15
minutes, cells were then washed with PBS and stained for one hour with increasing dilutions of the primary antibody
or the equivilant concentrations of naive mouse IgG, both diluted in 1% BSA in PBS. cells were washed and
incubated in second antibody diluted in 4% goat serum for one hour. In later experiments, cells were pre-incubated for
one hour in 4% goat serum in PBS prior to addition of the second antibody.

Analysis of fluorescence by FCM was conducted with the 488 nm line of an argon laser of a EPICS Profile
flow cytometer (Coulter Corporation, Hialeah FL). Green light (from fluorescein emission) was directed by means of
a dichroic mirror to pass through a narrow bandpass interference filter (520 +/- 10nm) to impinge on the green-
sensitive PMT. Red light (from the DNA stain PI) was deflected through a 630 long pass filter to the corresponding
PMT. Bivariate, 64 x 64 channel histograms were obtained for analysis of mean fluorescence intensity.

Digital image analysis was conducted using both Nikon and Zeiss fluorescence microscopes, equipped with a
high resolution video camera connected to a QuickCapture board (Data Translation, Inc.) for the MacIntosh II Ci and
Fx. The fluorescent filters in the Zeiss microscope were matched closely with the bandpass filters of the EPICS so
that image analysis and FCM data on cells from the same sample could be compared. Images were stored as TIFF
files and later analysed using NIH Image Version 1.4 (public domain software from NIH). Individual cells were
scanned for mean optical densities and normalized for area. Areas of concentrated uPA (including membrane-bound)
were further analysed by density slicing and thresholding followed by particulate analysis of those specific areas. Data
were also normalized for area and staining intensity after the background was subtracted. This allows comparisons
among cells from the same samples and comparisons between cell lines and different samples. Statistical analysis of
the data was performed by multivariate analysis using Statview 512 (Abacus Concepts, Inc.)

Flow metri i f Urokinase in Cultur liom 1Is:

In order to establish the parameters for immunofluorometric analysis of urokinase (uPA) in tumor cells, studies
were initiated with U937 lymphoma and human glioma cell lines, which were found to produce high levels of the
plasminogen activator.

The two glioma cell lines employed in the studies were obtained from Dr. Marylou Ingram, Huntington
Research Foundation, Pasadena, CA. The two cell lines, which were cultured from patient surgical biopsy material,
have different morphological characteristics and growth rates. While alterations in the cells obviously occur in
culture, the consistent morphology of these cell lines during passage in culture encouraged us to pursue differences in
the cells’ characteristics, which can provide correlations between uPA and metastatic relationship of uPA to the
biological behavior of the original tumors. The first of these lines, CS, grows very rapidly as polygonal cells in
monolayers and, in the absence of serum, tends to form spheroid structures. The second cell line, HBR09, has a
fibroblastoid morphology although it has the characteristic immunological marker associated with gliomas, glial
fibrillary acidic protein (GFAP) [22]. This cell line grows at about one forth the rate of CS.

RESULTS

Initially, there were some problems with non-specific fluorescence background which interfered with uPA
quantitation. The high background was determined to be due to autofluorescence, since the levels of non-specific
fluorescence remained the same even when PBS was substituted for the second antibody. Nevertheless, signal-to-
noise was sufficient to measure significant differences in the immunostaining with the anti-uPA Mab. Dual staining
with propidium iodide (PI) following ribonuclease treatment and fluorescein-labeled anti-uPA antibodies enabled
bivariate analysis of DNA and uPA content as shown in Figure 2.
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Figure 2. Flow cytometry immunofluoresence of glioma cells (HBRO9 line) labeled with propidium
iodide (PI) for DNA and fluorescein-conjugated antibodies for urokinase (uPA). Panel A shows the DNA histogram
of these cells with Gy, S and G, + M subpopulations. Panel B compares the uPA and DNA fluorescence for cells
in Gy (82% of total), in S phase (15% of total) and in G + M (22% of total).
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Figure 3. Flow cytometry analysis of CS cell line for comparison with Figure 1 above. Panel A shows the CS
cell cycle distribution of DNA fluorescence (PI). Panel B shows the fluorescence distribution of uPA vs. DNA.
Most of the cells in G phase (22% of total) and in S phase (7% of total) contain significant levels of uPA.



We are comparing flow cytometric analysis of uPA levels in both CS and HBRO9 glioma lines. The relative levels
of uPA as measured by flow cytometry immunofluorescence are tabulated in Table 2. Further studies are
concentrating on measurements of uPA by image cytometry, in an effort to distinguish the membrane-bound
(receptor) vs cytoplasmic uPA, since flow cytometry only measures fluorescence at "zero resolution”. FCM studies
have demonstrated that two color fluorescence can be used to measure uPA and DNA in the same cell population.
There often are some non-standard cells in some individual cultures that require careful placements of the gates to get
representative cells in all three phases of the cell cycle. It is important to know that the measurement methods are
sensitive enough to determine the variability among replicate cultures from the same tumor source, since there is
always some degree variability from patient to patient in any marker expression.

Both glioma cell lines produce uPA during growth and also during stationary (Gi ) phase, HBRO9 producing
significantly higher levels of intracellular uPA. They also appear to produce more membrane-bound uPA {(based on
qualitative examinations of some 150 cells), however, quantitative measurements are still underway. It is noted that
the HBRO9 cells had considerably more variability in the fluorescence measurements than did the CS cells.

Table 2. Urokinase levels in glioma cell lines measured by immunofluorescence flow cytometry.

CELL LINE MEAN FLUORESCENCE #/-sd.
CS 6.13 0.10
HBRO9 32.25 11.3

Image Analysis of Fluorescent-labeled uPA in Breast and Brain Tumors

Evaluations of anti-uPA labeled breast cancer sections reveal that normal breast tissue does not contain uPA
except for some endothelial cells lining the arterioles. Intraductal carcinomas, however, do express measureable
quantities of uPA [23]. Quantitative measurements of uPA by absorption of immunologic stains as light passes
through tumor cells is difficult since histopathology counterstains add to the absorption of the uPA antibody labels.
Fluorescence is a better quantitative tool since the light is emitted only from the uPA molecules and it is emitted at
a wavelength different from the incident light. Fluorescence emitted from whole cells (cytoprep) can clearly show the
concentrations of uPA on the cell membrane as well as "hot spots” within the cytoplasm. Figure 4a shows an
example of a breast tumor section illustrating the areas of uPA found in foci of tumor cells. Distinct areas of
concentrated uPA are shown (white lines). Clearly, many tumor cells are not producing significant quantities of uPA
and neither are most of the normal cells. Thresholding and image enhancements can often give size distribution and
more information on the cells producing the uPA. Figure 4b shows the same tissue section as Figure 4a, however,
this image has been analysed and pseudocolor added to the display to illustrate that considerable cellular detail
remains obscured in the photo 4a.

Glioma cells that have been labeled with rhodamine-conjugated antibodies for uPA are shown in Figure Sa.
Note that these cells ( CS line) contain large amounts of urokinase per cell and that the uPA concentration is quite
varied throughout the cytoplasm and there is a lot of cell to cell variation. Each cell can be scanned to obtain optical
density levels that can be compared among cells after normalizing with area of each cell measured. Some cells
exhibit "hot spots” of concentrated uPA, especially on the membrane. It is possible to measure the membrane-
bound uPA by differential analysis using the mean density level of the weaker cytoplasm subtracted from that of the
whole cell containing the membrane bound enzyme. Specific areas of uPA also can be measured by selecting a
density slice(s) that represent the major portion of concentrated uPA. The particle size (number of pixels) to be
counted is defined, then that particular density slice of fluorescence can be measured automatically by particle
analysis. This will give the number of particles, average particles per group, area, perimeter of the cells and location
of particle groups larger than a defined size (see Figure 5b).
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Figure 4a. Digital image of breast histology section showing tumor cells and antibody labeled urokinase areas
(white lines) selected by density slicing for quantitative measurement.
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Figure 4b. Pseudocolor image of same section as 4a above, showing the additional morphological information
contained in the recorded grey levels in the original digitized image.
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Figure Sa. Photomicrograph of human glioma cells stained for urokinase (uPA) by rhodamine labeled antibodies.
Note areas of concentrated uPA in selected areas of the cytoplasm and in some areas of the cell membranes.

 PORTICLE ANBLVSIS

AL
Figure 5b. Digital image of glioma cells labeled with rhodamine-conjugated anti-urokinase antibodies. Image has
been density sliced, particle size sclected from 50 to 5000 pixels, then particle analysis performed, with themajor
areas of urokinase counted and labeled. The area and mean optical density (related to fluorescence intensity) is also
recorded for statistical comparisons between ccll lines and patient biopsies.
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DNA can also be quantitated on a per-cell basis using image analysis. However, when using PI for DNA
and fluorescein label for uPA, the amount of DNA fluorescence was often more predominant than was the uPA-
related fluorescence (green wavelength) since PI fluorecence overrides FITC emissions. This required adjustment of
the incident light intensity to keep both fluorescence signals in the same range so as to avoid resetting the video
camera sensitivity between measurements on the same field of view. DNA quantitation can be performed more
effectively by staining a dye excited in the U.V. (Hoechst 33258) and analysed in the blue region.

DISCUSSION

The importance of urokinase as a key enzyme in the initial mechanisms leading to tumor cell invasion and
metastasis has been underscored in the past three years. Previous methods of measuring extracted uPA /mg. of
protein or measuring secretion levels in cultured explants have provided statistical correlation with disease-free and
overall survival [23]. There also is a strong correlation between uPA production and lymph node status in breast
cancers and multivariate analyses have shown that high levels of both uPA and PAI-1 means a maximum risk of
relapse. It is now time to develop more specific tests that can accurately determine the active uPA vs. the inactive
scuPA, the membrane bound uPA and the PAIs that appear to have interlinked, critical roles in the migration and
metastasis of breast and other cancers.

Correlations of uPA with other markers require more precise knowledge about uPA and the multiple
biochemical interactions that affect its proteolytic action. Figure 6 illustrates the current methods of measuring
average levels from all tumor cells vs. our method for measuring uPA directly in the cells. These methods can be
used in retrospective studies where the time to reoccurance, degree of metastasis and morbidity are known.
Cummulative data on many patients (>50) can then be used to provide a prognostic indicator for the presence and
degree of active metastasis occuring in primary tumors. A study of uPA in node negative breast cancer is underway.
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Figure 6. Schematic of new methods for quantitative measure of tumor markers and metastatic potential.
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The first research step has been to compare the DNA measurements and the intracellular levels of
urckinase in tumor cells and normal cells. The initial FCM analyses will determine the effect of cell cycle on those
cells having elevated uPA and the general relationship between abnormal DNA and uPA in breast and brain turmors.
Additional data is being collected on DNA synthesis rates and uPA levels using more specific flow cytometry and/or
image analysis techniques. Urokinase levels can be determined in those subpopulations of tumor cells that have
abnormal DNA (using two parameter flow cytometry). We currently are measuring the intracellular and membrane-
bound levels of urokinase per cell using fluorescent anti-uPA antibodies and image analysis. Next, different forms of
uPA and uPA receptor complexes will be measured using molecular-specific antibodies. Finally, PAI-1 or PAI-2Z
will be measured per cell and compared to the abnormal DNA and high uPA to determine the final relative metastatic
potential. Correlations with hormone receptors and other proteolytic enzymes also can be made to provide additional
prognostic information for custom design of adjuvant therapy following surgical removal of the primary tumor.

COMMERCIAL APPLICATIONS

Many intricate biochemical interactions are involved in dissolution of the extracellular matrix which enables
metastatic cells to leave the primary tumor. Intracellular metabolism appears to have a major role in the initiation
of cellular metastasis. The complexity of these interactions makes it too complicated for laboratory test kits to be
effective in routinely measuring the DNA, uPA, PAIs, hormone receptors, etc. necessary to develop a comprehensive
prognostic panel for a particular cancer patient. Such a task requires a specially equipped, expert medical testing
service where pathologists, surgeons and oncologists can send patient biopsies for complete analysis. Several
companies already offer this type of cancer testing as a commercial service, however, tests for uPA as a prognostic
marker of metastatic potential are not offered yet. Once the metastatic relationships are characterized at the cellular
level, clinical studies will be required to statistically correlate these biochemical tests with recurrent disease and
survival. Quantitative measurements of uPAs, uPA receptors and inhibitors can be added to the existing panel of
breast cancer cytological tests. The first use of these tests will be in providing additional information that indicate
active metastasis at the time of initial surgery. This information can help oncologists design better, more effective
follow-up therapy for those patients that have high levels of multiple markers indicating metastasis is already
underway even though clinical manifestations are still undetected.

This NASA sponsored project is developing methods for a routine analytical test of intracellular and membrane-
bound uPA that can be added to the existing panel of breast cancer markers. Each year more than 170,000 new breast
cancers are discovered in the U.S. alone. Unfortunately, about 30% of these patients will die from their breast cancer
[24]. The current tests for DNA content, DNA synthesis and hormone receptors cost about $350. More complicated
tests will likely cost $450 each. A practical test for urokinase combined with other metastatic markers of breast
cancer would create a significant new market for cancer testing laboratories. And of course, uPA is important in
many other types of metastatic cancers. Better adjuvant therapy, used only when critical markers are known to
indicate active metastasis, could make a significant impact on the survival of cancer patients and reduce medical costs
required to treat recurrent disease.

Finally, the use of antibodies specific against urckinase can be used for more than diagnosis of the beginning
steps of metastasis. As the entire scenario is better understood, it may be possible to develop treatments targeted
against just those metastatic cells that have large amounts of membrane-bound urokinase or large concentrations of
inactive scuPA. Anti-uPA antibodies could be conjugated with anti-tumor drugs or radioisotopes to treat specific
metastatic cells that are actively trying to invade adjacent tissues. This could be the basis for the first therapy
directed against metastatic cells that were not removed by cancer surgery or began migration prior to removal of the
primary tumor.
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NG §=

Daniel R. Passeri and Jack Spiegel
Office of Technology Transfer
National Institutes of Health

Bethesda, MD 20892

Abstract

Conjugating cytotoxic agents to antibodies allows for site-specific delivery of the agent to tumor cells
and should provide increased efficacy and reduced non-specific toxicity. These site-specific cytotoxic agents
are known as immunoconjugates or "magic bullets" and have demonstrated great promise as therapeutic
agents for cancer and other diseases. The historical developments and future potential of this new approach
to cancer therapy are reviewed.

Introduction

Cancer is responsible for approximately twenty-five percent of the deaths in industrialized countries
and it is estimated that there are currently over seven million cancer patients in America. The American
Cancer Society estimates that over one million Americans will be diagnosed with cancer in 1992 and that
approximately 520,000 people will die of cancer, making it the second leading cause of death in America,
Despite these alarming statistics, anticancer therapeutics account for only the eighth-largest pharmaceutical
market in the United States.

Cancer causes far more morbidity and mortality than diseases that account for far larger drug
markets and has shown much slower market growth. The slow market growth for the cancer therapeutic
market is primarily because of the problems associated with low efficacy and the serious side effects of the
majority of anticancer drugs. Even the most effective drugs, including some biotherapies, show as little as a
fifty percent success rate. In addition, most cancer therapy is extremely toxic since chemotherapeutic agents
kill normal cells as well as cancer cells.

Cancer therapies have historically consisted primarily of surgery, chemotherapy, and radiation.
Because of the risks and invasive nature of surgery, and the adverse effects of radiation and chemotherapy,
there is tremendous opportunity for new non-invasive therapies which offer improved efficacy while reducing
associated side effects. Recent advances have provided opportunities for developing new alternative treatment
strategies. One approach is to target a cytotoxic agent to the cancer cell through the development of
immunoconjugates. The term immunoconjugate designates monoclonal antibodies (or antibody fragments
containing their binding sites) linked to cytotoxic agents: drugs, toxins, radioisotopes or cytotoxic cells of the
immune system. To accomplish this, the cytotoxic agent is attached to an antibody or a growth factor that
preferentially binds to cancer cells.

This exciting new technology has proven to be a feasible alternative to conventional chemotherapy
and shows promise as an effective therapy for many cancers which have not responded well to conventional
therapies. According to a 1991 Frost & Sullivan market report, the market for cancer therapy
immunoconjugates is projected to be approximately $720 million by 1996 and should continue to grow as
technological improvements provide for higher clinical efficacy and general market acceptance [1].

This article will review the progress as well as several problems inherent to this approach to cancer
therapy, and briefly highlight approaches taken at the NIH and elsewhere to advance this technology.
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Historical Background and Current Developments

About 1913, Paul Ehrlich conceived the idea of therapeutics which function as "magic bullets” [2].
Ehrlich’s "magic bullets” combined the targeting properties of antibodies with cytotoxic agents. Nearly eighty
years later, this vision is beginning to reach fruition. The protracted period between Ehrlich’s conception
and the potential realization of immunoconjugate therapy for certain cancers underscores the numerous
technological difficulties encountered in this field.

The first consideration in developing a "magic bullet” for cancer therapy is selection of an
appropriate carrier or targeting agent to deliver toxic agents specifically to the tumor cells. In theory, the
targeting agent could be any moiety capable of selective binding to a receptor on tumor cells. Indeed, anti-
tumor reagents have been produced by attaching cytotoxic agents to numerous cell recognition proteins,
including antibodies, alpha transforming growth factor, epidermal growth factor, interleukins, and transferrin
[3,4]. Site-directed cytotoxicity is aimed primarily at cell-surface antigens or at receptors expressed in high
numbers on cancer cells or other cells of interest. Toxic substances can be conjugated to antibodies or fusion
proteins that recognize the cell-surface antigens characteristic of the specific cell type that is targeted for
treatrent. The toxin complex then specifically binds to the targeted cells resulting in a localized high dose of
the toxin to them while sparing the normal cells. Early attempts to develop "magic bullets™ using polyclonal
antisera against tumor cells were frustrated by significant cross reactivity with surface antigens on normal
cells. Even after rigorous absorption against normal tissues, polyclonal antisera preparations vary markedly
in reactivity, specificity, and reducibility [5]. Coupling cytotoxic agents to such antibodies exacerbates the
non-specificity, and results in therapeutic preparations with unacceptable toxic side effects.

Development of antibodies specific to tumor cells was revitalized with the introduction of hybridoma
technology in 1975 which permits production of monoclonal antibodies against a selected antigen [6].
Despite this significant advance over polyclonal antisera, many monoclonal antibodies to tumor cells retain
some degree of cross-reactivity with normal cells. Anti-tumor immunotoxic conjugates displaying cross-
reactivity to normal tissue must be employed judiciously to minimize toxic side effects. The search for new
monoclonals with greater specificity against tumor cells is an ongoing endeavor. For example, NIH scientists
have patented or have pending patent applications claiming an expanding portfolio of selective monoclonal
antibodies useful for treating a wide variety of cancers, including medulloblastoma, glioblastoma,
adenocarcinomas, squamous cell carcinomas, breast, colon, prostatic, ovarian, cervical, and esophageal
cancer.

Most currently available monoclonals against tumor cells are derived from murine hybridomas.
Multiple administration of such monoclonals stimulates immunological responses by the human host against
the foreign mouse immunoglobulins [7]. Neutralizing human anti-mouse antibodies compromise the efficacy
of immunoconjugate therapy. The ultimate solution to this problem, of course, would be to utilize human
monoclonal antibodies rather than murine species. Progress continues in the developing field of human
hybridoma technology. A group from the National Cancer Institute and Bionetics Research (a division of
Organon-Teknika) has reported testing the immunogenicity of conjugates incorporating two human
immunoglobulins directed against colorectal cancer. To date, the study has confirmed the general
expectation that immunogenicity of human antibodies will be low [1]. However, nagging technical problems
remain with establishing human hybridomas which prevent them from being a reliable source of human
monoclonals in the near term.

In lieu of human hybridomas, much work has been directed toward "humanizing" murine monoclonal
antibodies. A simple technique which markedly reduces anti-mouse immunoglobulin effects is to use only
those portions of the immunoglobulin molecule responsible for binding affinity and specificity. Consequently,
immunoconjugates have been constructed using Fab, Fab’ or F(ab’)2 fragments rather than intact
immunoglobulin [8]. This eliminates the immunogenic epitopes of the Fc region of the mouse antibody.

Two additional benefits may accrue from removal of the Fc portion of the antibody. Firstly, large
immunoglobulin conjugates have difficulty permeating solid tumors. This problem is reduced substantially
when smaller antibody fragments are employed. Secondly, such fragments eliminate non-specific binding to
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non-target cells mediated via the Fc region; e.g., binding to cells of the reticuloendothelial system. These
potential benefits must be weighed against negative consequences of using antibody fragments. For example,
antibody fragments are known to be cleared from circulation more quickly than intact immunoglobulins [9].
Additionally, Fab fragments would not be indicated in situations where the Fc portion of the antibody is
critical to the biological function of the antibody. For example, Michael Kaliner of the National Institute of
Allergy and Infectious Diseases has developed a model for selective destruction of cells expressing high
affinity IgE Fc receptors (e.g., mast cells in either malignant systemic or benign systemic mastocytosis)
employing IgE immunotoxin conjugates [10].

Another approach to "humanize” murine monoclonals for human therapy relies upon application of
recombinant DNA technology. Chimeric (or mouse/human) antibodies have been created whereby the
constant regions of human immunoglobulins are fused to the variable regions of mouse monoclonal
antibodies [11]. These chimeric antibodies retain the antigen binding specificity of the mouse monoclonal,
elicit reduced human anti-mouse antibody responses in patients, and are not subject to the enhanced
clearance rates of Fab fragments.

An exquisite extension of the recombinant approach involves constructing mouse/human chimeric
antibodies which incorporate only the complementarity-determining regions (CDRs) from the mouse. CDRs
are the portions of the antibody molecule which guide the antibody to its binding ligand. The remainder of
the chimeric antibody structure is human, including the framework residues (FR) which support the CDRs
and determine the disposition of the CDRs relative to one another [12]. A further variation on this
technique, called "veneering", was developed as a joint invention by Merck & Co., Inc. and Eduardo Padlan
of the National Institute of Diabetes and Digestive and Kidney Diseases. Veneering judiciously replaces
mouse exterior amino acid residues in the variable region of the antibody with those of the human. The
premise of "veneering" is that the key residues in CDRs (i.e., those involved in preserving ligand binding) are
“interior” and interdomain contact residues. Consequently, surface amino acid residues of mouse origin,
which can be "seen" by the immune system in its immune surveillance, may be changed to their human
counterpart without affecting ligand binding properties.

Selection of appropriate and optimal cytotoxic components for immunoconjugates also has been an
area of active research. Early anti-tumor immunoconjugates combined antibodies with known low molecular
weight chemotherapeutics such as radionuclides, DNA alkylating agents, and anti-metabolites. Recently,
Otto Gansow of the National Cancer Institute has reported encouraging results using yttrium-90 conjugated
to anti-interleukin-2 receptor antibody for treating T-cell leukemia patients. The greatest interest, however,
has been in the use of bacterial and plant toxins as the cytotoxic element of therapeutic immmunoconjugates.
The best studied of these toxins are diphtheria toxin (DT) from Corynebacterium diphtheria, the lectin ricin
from the seeds of Ricinus communis, and pseudomonas exotoxin A (PE) from Pseudomonas aeruginosa.

Both DT and ricin are heterodimeric molecules consisting of A-and B-chains. In both toxins, the B-
chain is responsible for cellular binding and entry into the target cell, and the A-chain is a potent inhibitor of
protein synthesis. DT bound to cell surfaces by the B-chain enters the cell via receptor-mediated
endocytosis. Within the resulting endosomes, the B-chain of diphtheria toxin undergoes a conformational
change which permits the A-chain to translocate into the cytoplasm. Once in the cytoplasm, diphtheria toxin
A-chain irreversibly inhibits the protein translation machinery. Specifically, A-chain inactivates elongation
factor 2 (EF-2) via an ADP-ribosylation reaction. Ricin binds to cells via affinity of its B-chain for terminal
galactose residues of cell surface glycoproteins and glycolipids. Analogous to diphtheria toxin, surface-bound
ricin becomes internalized within vesicle structures, and the B-chain facilitates the translocation of the ricin
A-chain ("ricin A") out of vesicles into the cytoplasm. Ricin A inhibits protein synthesis via selective N-
glycosidase activity which cleaves a specific adenine residue in the 28S ribosomal subunit. Both toxins are
extremely potent: a single molecule is sufficient to inhibit protein synthesis within a cell.

Both DT and ricin have been conjugated to antibodies producing immunotoxins with potent cytotoxic
activities [13]. Such immunotoxins, however, exhibit serious non-selective binding due to the binding
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properties of their respective B-chains. Attempts to remedy this problem by conjugating only the A-chain of
the toxin to the antibody produces immunotoxins with good selectivity, but variable cytotoxic potency [14].
Genes for both diphtheria toxin and ricin have been cloned, and recombinant constructs containing mutant
B-chains are being tested for reduced cell binding. Richard Youle and colleagues at the National Institute of
Neurological Disorders and Stroke have developed a recombinant DT with reduced cell binding properties
[15]. When conjugated to anti-human transferrin receptor or anti-CD3 antibodies, this recombinant DT
demonstrated up to 1,000 fold reduction in cell binding; yet was equal to wild-type immunotoxin in cytotoxic
potency. David Neville’s research group at the National Institute of Mental Health has developed similar
immunotoxins utilizing recombinant DT.

Another immunotoxin system demonstrating exceptional promise has been developed in Ira Pastan’s
laboratory at the National Cancer Institute. This system utilizes the bacterial toxin pseudomonas exotoxin A
(PE). Analogous to the B-and A-chains of DT and ricin, PE contains domain I and domain III which confer
cell binding and cytotoxicity, respectively [16]. Cytotoxicity is accomplished by the same mechanism as in
diphtheria toxin; i.e., ADP-ribosylation of elongation factor 2. Unlike ricin and DT, pseudomonas exotoxin A
additionally has a domain II which mediates translocation of the toxic domain III across cell membranes.
Consequently, it has been possible to abolish cell binding (i.e, domain I function) without disturbing
membrane translocation functions [17]. Recombinant pseudomonas exotoxins, with truncations in domain I
(PEA40 and PE38), have been prepared. These modified forms of pseudomonas exotoxin are as potent as
native PE, but are 100 fold less toxic to nontarget cells [3,18].

PEA40 and PE38 have been used also to construct completely recombinant immunotoxins by fusing
them to DNA fragments encoding growth factors, antibodies, and antibody-fragments. In this way, PE40 and
PE38 have been joined to the carboxyl end of the fragment variable (Fv) portion of antibodies to produce, so
called, "recombinant single chain immunotoxins". The Fv region is the smallest antibody fragment capable of
binding antigen. They consist of two chains, each about 110 amino acids in size, held together by a linking
peptide about 15 amino acids in length. Recombinant single chain immunotoxins have been constructed to
selectively bind the human transferrin receptor, human IL-2 receptor, and an antigen, recognized by
monoclonal antibody B3, found on many human carcinomas (e.g., prostate, colon, stomach, breast, ovary,
lung, and bladder). These recombinant immunotoxins are particularly attractive in that they can be produced
in large amounts in E. coli, have reduced animal toxicity, and appear to be well suited to penetrate solid
tumors by virtue of their small size [19-21].

The application of recombinant toxins has markedly reduced toxic side effects associated with the
native molecules. These still are foreign proteins, however, and repeated administration leads to host
immunological responses against the toxin. Richard Youle’s laboratory has developed an approach to further
"humanize" immunotoxins. They constructed a recombinant immunotoxin, where the traditional bacterial or
plant toxin is replaced by a human enzyme, angiogenin [22]. Angiogenin is a protein found in normal blood
plasma, and has homology to pancreatic Rnase. While not cytotoxic toward intact cells, angiogenin is a
potent inhibitor of protein synthesis once it gains access to the protein synthesis machinery within the
cytoplasm. Attachment of angiogenin to antibodies directed against cell surface antigens results in
endocytotic incorporation, followed by inhibition of protein synthesis. Using recombinant techniques,
angiogenin was fused to a mouse/human chimeric antibody heavy chain gene. This antibody-angiogenin
fusion protein was introduced into a transfectoma which secreted the chimeric light chain of the same
antibody [23]. The resultant F(ab’),-like antibody-angiogenin fusion protein has the "magic bullet” properties
of antibodies linked to plant/bacterial toxins, but elicits a reduced immune response in the host.

Also, recent studies are beginning to demonstrate synergistic antitumor effects when
immunoconjugates are used in conjunction with other treatment modalities. Because of the advantages of site
directed specificity and the potential for synergistic effect, immunoconjugates are expected to replace or
supplement, in increasing measure, the use of unconjugated chemotherapeutics and radionuclides in
therapy [1].
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Market Outlook

The primary criteria for an immunotoxin are specificity and high potency, i.e, the toxin must be
delivered to a specific cell type and must be able to get into the cells for maximum cytotoxic effect. The
immunotoxin market is currently dominated by the use of one of three toxins, i.e., ricin toxin, pseudomonas
exotoxin, and diphtheria toxin.

Although immunoconjugates show much promise for cancer therapy, they will certainly not replace
surgery as the primary therapy whenever surgery is feasible. Even when it is known that not all malignant
sites can be resected, it is important to decrease the tumor burden as much as possible, so that the non-
invasive treatments, and the patient’s own defenses, have a reduced task. Large tumor masses, which are
most amenable to surgical resection, are also least accessible to conjugates and other pharmacological agents,
because of their poor internal circulation [1]. Immunoconjugate therapy will most likely be the primary
therapy of choice for inoperable cancers and for cancer micro-metastases, i.e., when cancerous cells move to
various locations throughout the body.

Currently, the major obstacle to overall market acceptance of immunotoxins for therapeutic applications is
non-specific toxicity. Price is also an obstacle: initially the cost will be $2,000 - $5,000/course of treatment
for therapeutic immunoconjugates [1]. This increased cost for treatment may however, be justified by the
decrease in required hospital care, i.e,. the immunoconjugate therapies may prove to be more effective and
efficient for treating numerous diseases with fewer side effects, and consequent faster discharge from the
hospital.

What role immunoconjugates will play in future cancer therapies is not yet clear, but in solid tumors
therapeutic immunoconjugates will probably be most useful for eliminating residual or occult sites of
malignancy after surgery, and to reduce the tumor burden, prolong life and improve the quality of life for
patients with advanced disease [1].

Immunoconjugate therapy is most obviously applicable to cancer therapy, but may have significant
market penetration in numerous other therapeutic applications including: rheumatoid arthritis, diabetes,
infectious diseases, AIDS, and graft vs. host disease.

Scientists at the NIH have played a major role in the development of this promising technology and
continue to be at the forefront of new discoveries in the fight against cancer. These new developments are
brought forward to the market place through the patenting and licensing efforts of the Office of Technology
Transfer at NIH. Technology transfer is the process by which the
discoveries of laboratories are brought forth into practical knowledge and useful products. The NIH Office
of Technology Transfer’s primary mission is to facilitate the transfer of technology from Federal laboratories
into the private sector for further development and commercialization for the benefit of world health.

It is critical to the medical community and the public welfare that these new technologies find their
way to the market place as quickly and safely as possible. The continued efforts of NIH scientists have
resulted in major advances. Through the technology transfer process, the promise of "magic bullets” appears
closer to realization.
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ABSTRACT

The increasing demand on mammographic screening for early breast cancer detection, and the subtlety of
early breast cancer signs on mammograms, suggest an automated image processing system that can serve as a
diagnostic aid in radiology clinics. We present a fully automated algorithm for detecting clusters of
microcalcifications that are the most common signs of early, potentially curable breast cancer. By using the
contour map of the mammogram, the algorithm circumvents some of the difficulties encountered with standard
image processing methods. The clinical implementation of an automated instrument based on this algorithm is also
discussed.

INTRODUCTION

The most prevalent cause of cancer in women is breast cancer. In the United States, one in nine women
develops breast cancer in her lifetime and every year more than 170,000 new cases are diagnosed. The incidence
of breast cancer is more than double that of colorectal cancer, the second major type in women. However, breast
cancer is not the major cause of cancer deaths in women. Studies have indicated that early diagnosis and treatment
may significantly improve the 5-year survival for breast cancer patients [1,2]. The American Cancer Society
recommends a baseline mammogram for all women by the age of 40, a mammogram approximately every other
year between the ages of 40 and 50, and yearly mammogram screening after the age of 50. It has been shown that
these screening tests contribute to earlier diagnosis and treatment of breast cancer and many insurance carriers
have agreed to cover these examinations. Because awareness and willingness for prevention of breast cancer is
increasing rapidly, it is possible that mammography will soon be one of the highest volume X-ray procedures that
radiology clinics use regularly. In the U.S. today, about 35 million women are older than 50 and in the next
several years, the female U.S. population above the age of 50 will increase at a higher rate than before, reaching
about 40 million in the year 2000. While the volume of mammograms is expected to increase, many hospitals are
decreasing the number of radiology trainees due to budgetary cuts. The well-recognized goal of performing
mammography on a larger scale is becoming more difficult to attain due to the lack of trained readers.
Furthermore, the economic feasibility aspects of mammographic screening require that more than 50
mammograms per machine be interpreted daily. This volume is far beyond the current capacity of most
mammography clinics in the U.S.

Besides the volume problem, mammographic screening has also an interpretation reliability problem due
to the subtlety of the early signs of breast cancer. The life of a women can be saved only if breast cancer can be
detected at a very early stage. Early detection of breast cancer in mammograms is a subtle pattern recognition
problem due to the wide variation in the normal breast tissue, the large variety of radiographic findings associated
with breast cancer, and the similarity between early breast cancer signs and some normal tissue structures. One of
the widely used early mammographic indicators of breast malignancy is the presence of clustered
microcalcifications. An individual microcalcification appears as a bright spot that ranges in size from about
0.1mm to 2mm in a mammogram. In common mammographic practice, the presence of three or more
microcalcifications in a small region (less than 1 em? is usually accepted as a cluster. The cluster of
microcalcifications is a highly sensitive sign and in many cases it is the first and only sign of an early, potentially
curable breast carcinoma [3-5].

With increasing pressure on throughput and the subtlety of early breast cancer signs, the possibility of

observer error increases. Fatigue from reading excessive numbers of mammograms contributes to an increase in
the number of missed breast cancers [6-8]. Experienced radiologists are aware of the human factors that limit
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reliability and they generally stop interpreting mammograms after they have read a certain number on the same
day. A reliable, computerized system could contribute much needed speed and accuracy to mammogram
interpretation by serving as an assistance device for the radiologist. A computer-aided interpretation tool that
indicates suspicious structures in mammograms can allow the radiologist to focus rapidly on the relevant parts of
the mammogram. Furthermore, with high resolution film digitization and wide dynamic range, it may be feasible
10 detect lesions that might otherwise be missed by the radiologist due to their small size or low contrast. An
automated system that can recognize reliably early signs of breast cancer and work continuously without fatigue
will be a valuable asset for any radiology clinic. Such a system can contribute not only to the availability of vital
health care but it has a potential for reducing its cost as well.

In the early breast cancer detection problem, the main goal is to miss as few signs as possible on the
mammogram; false negatives can delay diagnosis and preclude the possibility of timely intervention to save the life
of the patient, At the same time, false positives are also undesirable because they can cause unwarranted biopsy
examinations. Since biopsy requires surgery of the breast, false positives should be minimized. Therefore, in
breast cancer detection, both sensitivity and specificity are important, with sensitivity bearing a more vital
implication.

Several algorithms have been suggested for detecting clusters of microcalcifications [9-12]. An elegant
pioneering algorithm was based on preprocessing of the mammogram for enhancing microcalcifications [9]. This
algorithm can be adjusted to provide a sensitivity of 95% or more but introduces 5 or more false positive clusters
per mammogram at these sensitivity levels. As stated in the conclusions of [9], to reduce the number of false
positives better signal extraction techniques are necessary. A large number of false positives per mammogram that
need to be ruled out by the radiologist would cause an undesirable burden in a busy radiology clinic.

In other algorithms such as [10], adequate detection relies on the human operator who has to set manually
10 acceptance thresholds that may vary for different mammograms. Although the image processing and pattern
recognition aspects of these algorithms may be effective, they are not directly applicable in a clinical setting due to
the human supervision that they require.

Algorithms that use local thresholds derived from the local distribution of intensity values on the
mammaogram such as [11] rely on the existence of bimodal distributions in local analysis windows where
microcalcifications (signal) and normal tissue (noise) form two distinct Gaussian modes. In most cases, the
intensity distribution within analysis windows is unimodal and the detection thresholds of this approach are
difficult to determine.

A recent approach [12] used clinical information such as age, relatives with breast cancer, biopsy history,
breast size, and breast density, combined with shape measurements of microcalcifications using an expert system,
This approach vielded 72% accuracy in identifying clusters of microcalcifications.

The high false positive rate of algorithms that use image enhancement may be due to the spectral overlap
between signal and noise in the breast cancer detection problem. Because microcalcifications are similar to other
small structures in normal tissue as well as small film artifacts, the spatial frequency content of microcalcifications
overlaps considerably with that of some normal tissue structures and that of film artifacts. Image enhancement is
essentially band-pass filtering in frequency domain and when the spectra of signal and noise overlap to a large
extent, the pass band enhances both signal and similar noise components giving rise to false positives. Too little
enhancement can preclude the detection of some microcalcifications while too much enhancement can increase
significandy the amplitude of small background structures and produce a large number of false detections. The
best compromise may change from image to image and can be difficult to determine. Especially when a single
enhancement filter is used to enhance all mammograms, poor detection results can be obtained in many cases. This
is due to the fact that both microcalcifications and normal tissue structures exhibit a large variability in size and
shape in different mammograms. Consequently, the spectra of signal and noise can vary significantly across
mammograms. The theoretically optimal approach that has not been applied to mammogram analysis, is to use
Wiener filtering [13] that maximizes the correct detection rate. This approach would provide the best band-pass
filter for each mammogram, based on prior knowledge of signal and noise spectra. However, two concerns are
valid about this approach in the breast cancer detection problem. First, the need for prior knowledge of signal and
noise spectra implies a relatively high human guidance for each mammogram where segments of signal and noise
have 10 be indicated to the algorithm. Second, the high level of overlap between signal and noise within the same
mammogram undermines the performance of all band-pass filtering approaches including the Wiener filter.
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Furthermore, enhancement may introduce an additional difficulty in the development of an appropriate
algorithm due to the modification that filtering imparts to the data. The goal of breast cancer detection algorithmns
is to approximate as closely as possible the recognition performance of experienced radiologists possibly using
confirmation by a biopsy examination. Therefore, the target clusters are indicated by radiologists who also
provide guidance on the related detection criteria. The interaction with experienced radiologists is essential for the
development of a reliable breast cancer detection algorithm. When the image is filtered, in many cases the data
used by the algorithm can be considerably different than the data used in visual radiographic interpretation. In
such cases the detection criteria and suggestions of the radiologist may not be directly applicable to the algorithm,
and consequently the accordance between visual and automated detection decreases.

From the information theory point of view, if the mammogram is digitized appropriately, all the
information needed to detect microcalcifications is present in the raw image. Enhancement is an attempt to
eliminate irrelevant and obscuring information and to transform the relevant information for more convenient
detection. Since all the information needed is in the raw data, it is possible that algorithms that can access the
relevant information without enhancement can be developed.

In most available algorithms for breast cancer recognition, the detection is performed by comparing the
amplitude of the signal, i.e. the local intensity of the mammogram to a threshold. In difficult pattern recognition
problems where the signal and noise are similar in spectral content as well as in amplitude, successful detection has
been achieved by extracting relevant features from the data [14] while detection algorithms based only on
amplitude performed poorly [15]. Especially when the goal is to approximate the visual interpretation of the data,
features that reflect the visual cues convey the most relevant and effective information. Similarly, in mammogram
analysis the visual recognition criteria developed by expert radiologists across many years can guide the
development of an effective algorithm by suggesting features that characterize microcalcifications. An additional
advantage of features that represent visual cues is that they provide a set of parameters that can be easily
interpreted. This allows a more effective interaction with radiologists and gives the algorithm a potentially higher
degree of acceptance in the radiology community.

In some of the available algorithms for breast cancer recognition, estimates of the local intensity gradient
are used for detection because microcalicifications have a relatively higher intensity with respect to their immediate
surroundings. This is done by comparing the pixel values within a small square kernel about the size of a
microcalcification, to the pixel values outside the kemel. Because square kernels do not match the shapes of
microcalcifications adequately, these estimates of local gradients can be misleading. In fact any measurement for
characterizing microcalcifications may be inadequate if it is made by observing the interior of a kernel of preset
arbitrary shape and size.

Based on the considerations mentioned above, we set the following specifications for the design of a new
algorithm:
1. Operation on raw data without enhancement.
2. Use of features representing visual mammogram interpretation criteria.
3. Operation without preset analysis kernels.
4. Operation without assumptions about the statistical distribution of parameters.
5. Completely automated operation without human intervention.

The algorithm that we developed satisfies these specifications and circumvents some of the difficulties
encountered in other algorithms.
DATA
The data were obtained by digitizing 9 mammograms from different patients diagnosed to have cancer by
radiographic examination as well as biopsy. Each mammogram was annotated by an experienced radiologist who
indicated the locations of all clusters of microcalcifications in the mammograms. A total of 13 clusters were

annotated.

Mammograms were backlit using a uniform source light box and digitized in overlapping segments of
25.6 mm height by 38.4 mm width. Segments were overlapped by about 20% in each dimension, eliminating the
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possibility that a microcalcification might appear on a segment boundary and escape detection during numerical
analysis, Each segment was imaged by a Canon FD 50 macro lens (with extension tube) onto a Sony XC-77ce CCD
array camera at a spatial resolution of 50 pm. The illumination intensity was adjusted so that saturation did not
occur in any of the signal bearing regions of the mammograms. The data from each segment, consisting of a raster
array of 512 by 768 pixels of 8-bit gray scale, were stored on magnetic media for subsequent numerical analysis.

DEVELOPED ALGORITHM

The strategy of the detection algorithm is to view the image as a landscape where elevation corresponds
1o brightness. In this perspective, microcalcifications appear as prominent peaks that stand out with respect to the
local surround. A section of a mammogram that contains a microcalcification cluster is shown in Fig. 1 and the
corresponding 3-D plot of the cluster is shown in Fig. 2a. The algorithm starts by forming the contour map of the
image. The contour plot obtained in the vicinity of the cluster is shown in Fig. 2b. These contours are iso-intensity
contours analogous to iso-elevation contours in cartography and therefore, they are not obtained by edge
detection and do not require local gradient estimates.

‘When the contours are obtained, the detection algorithm focuses on concentric contours. Each set of
concentric contours that represents a peak (an individual microstructure) is analyzed separately. From each peak,
the algorithm obtains a sequence of contour areas progressing from the highest contour level in that set (small
arca) towards low contour levels (larger area). Contour areas that are too small or too big to be part of a
microcalcification are not included in the area sequence of a peak. The algorithm is designed to determine the area
growth sequence of an individual peak when other peaks are close, by accounting for the merging of contours.

The algorithm computes 5 measurements (features) from the area sequence of peaks:

1) Departure, In visual inspection, microcalcifications are bright structures with a relatively sharp appearance in
their visually perceived edge. In the landscape view of a digitized image, the perceived sharpness of a
microstructure depends on the departure of that peak from the surrounding background. A microstructure with
sharp edges is a peak that departs abruptly from the background while a fuzzy microstructure is a peak that
departs very gradually from the surrounding background. The departure feature quantifies the sharpness of a
microstructure using the area sequence of that peak. In the area sequence of a peak, an abrupt departure from
background is reflected as a sudden change in the rate of change of the area sequence near the base of the peak.
This information can be obtained by using the second derivative of the area sequence. In order to obtain a
departure value that is insensitive to the size of the microstructure (absolute values of the areas), the algorithm
computes the first derivative sequence, and sets the departure to the maximal relative change in the first
derivative, in the lower half of the peak. The contour level where the departure is obtained is considered the base
of the peak, i.e. the immediate background level.

2) Prominence. This parameter reflects the relative brightness cue that is used in visual inspection. This local
contrast information contributes to discriminating microcalcifications from both normal tissue structures and film
artifacts. The prominence value is set to the number of contours above the departure level and it is approximately
proportional to the brightness difference between the brightest region of the microstructure and the immediate
surround at the level of departure from the background.

3) Steepness. In addition to the sharpness at the perceived edge which is reflected by the departure feature, the rate
of change of intensity throughout a microstructure is a significant property for visual inspection. Generally,
normal breast tissue structures appear globally more diffuse than microcalcifications. Such diffuse structures are
represented by peaks that have a gradual increase in height. In the landscape view of the mammogram, peaks that
correspond to microcalcifications have a higher overall steepness than normal tissue structures. Moreover, the
peaks of some film artifacts are typically steeper than microcalcification peaks. The steepness parameter is
obtained by using the first derivative of the area sequence in a manner that results in higher values for steeper

peaks.
4) Distinctness. In many cases, the normal breast tissue in a mammogram has a grainy appearance due to a large

number of contiguous normal microstructures. Although microcalcifications may be clustered occasionally in
close proximity to each other, they are more distinct and separate from each other as well as from normal
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Figure 1.  Photographic enlargement of a mammogram analyzed in this study. A microcalcification
clust_er (circled) is shown.
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(a) Intensity surface plot of the region containing a microcalcification cluster shown in Fig. 1;
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(b) Iso-intensity contour plot derived from the same region.

Figure 2.



microstructures. The distinctness of a peak is set to the number of contour levels between the tip and the level
where its contour merges with that of the nearest peak.

5) Compactness. The edge morphology of a microcalcification is a significant visual cue. For each peak, this
morphological information is obtained by using the characteristic contour of a peak obtained just above the
merging level. The compactness feature is computed using the ratio of the perimeter to the area of the
characteristic contour. Compactness is a standard morphological descriptor that has a value of 1 for a circle and
increases as the shape becomes more irregular. The compactness of some types of artifacts and most normal tissue
structures is relatively higher than that of microcalcifications.

Each peak is characterized with the 5 features that the algorithm extracts from the raw mammogram data
and the discriminatic 1 between microcalcifications and other structures is based on these features. The
discrimination can be performed with conventional Bayesian classification, standard feedforward neural networks
[16], or specialized neural networks [e.g. 17]. In this study the Bayesian classifier was used and adequate results
were obtained.

The decision parameters of the classifier were determined on 3 mammograms that formed the training
set. The digitized training mammograms formed a data-base of 64 image segments containing more than 1000
microstructures that had a size of interest (less than 2 mm wide). The training set contained 5 of the
microcalcification clusters indicated by the radiologist. The distributions of the features were obtained for the
populations of microstructures within the indicated clusters (detection class) and for the population of peaks in the
rest of the mammogram (rejection class) separately. The decision thresholds were set in order to maximize the
discrimination between the detection class and the rejection class. A cluster was indicated by the algorithm when 3
or more microcalcifications occurred in an area of less than 1cm? using the 5 features and a two-phase data
reduction approach.

EVALUATION

The performance of the algorithm was evaluated on the 6 other mammograms that formed the test set.
The digitized test set resulted in 84 image segments containing more than 1200 candidate microstructures. The test
set contained 8 of the clusters indicated by the radiologist and the algorithm detected all 8. In addition, the
algorithm detected 1 false positive cluster in one mammogram. Therefore, on the test set the sensitivity was 100%
with 0.17 false clusters per mammogram.

In pattern recognition applications, the performance of an approach is measured by the balance of false
negatives and false positives that it can provide. Almost any algorithm can be made sensitive enough to detect all
events of interest (no false negatives). However, increasing the sensitivity generally reduces the specificity and
causes a larger number of false positives. Therefore, in many pattern recognition applications the false positive
rate associated with a desirable sensitivity level is used as a measure of performance. A sensitivity level of about
95% or more is desirable in early breast cancer detection. For such a high sensitivity level, the 0.17 false clusters
per mammogram obtained with this algorithm provide a considerably better specificity than 5 or more false
positive clusters per mammogram obtained with other algorithms.

This algorithm was developed specifically to detect microcalcifications based on the radiographic visual
evaluation criteria. These criteria were computationally expressed as features extracted from the raw data without
using enhancement. The use of the contour plot provided a convenient technique for computing the features
without using preset arbitrary analysis kernels. In this manner, all measurements were obtained using natural
morphological contours of microcalcification peaks. The decision thresholds were applied to features and not to
the intensity data. Appropriate values of these thresholds were determined using a large number of diverse
microstructures. Therefore these thresholds did not depend on local statistics, they held across mammograms and
did not have to be adjusted for each mammogram separately. Once the thresholds were set using a representative
training set, the algorithm operated in a fully automated manner without human supervision. The algorithm will
be further validated on more than hundred mammograms during use in the Department of Radiology of The Johns
Hopkins Hospital.
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CLINICAL IMPLEMENTATION

The automated system based on this algorithm will be a reliable diagnostic tool that can assist radiologists
in early breast cancer detection on mammograms. The system will be made of a scanner, a low-cost workstation, a
high-resolution display and a printer for hard copies of results. The speed of the workstation will allow one
mammogram (o be analyzed in less than 5 minutes. The fully automated operation of the algorithm ensures that
the system will not introduce an additional burden to radiologists.

The automated system will be able to analyze a mammogram without human supervision; however, it will
be designed to benefit from the experience of radiologists across time. This will be possible with training software
that will be available to radiologists or technicians. Occasionally, a human operator will indicate to the system the
location of false negative or false positive microcalcifications, using the keyboard or mouse. The training software
will automatically adjust the operational parameters of the system to detect the microcalcifications that were
missed and to reject the false positive structures. This will be achieved with minimal change on past correct
performance because the adjustment will be made by taking into account not only the currently indicated
structures but an archive of some previously encountered structures. This archive will contain the features of a
large number of microcalcifications as well as other structures (normal tissue, artifacts, etc.) that were located
very close to the decision boundary between these two classes. Therefore, the structures in the archive will be
those that would be affected first by changes in operational parameters. The training software will automatically
optmize the discrimination based on the past examples and the currently indicated structures. In this adjustment,
the weight given to current structures will be user-selectable.

The automated operation of this system is especially suited for clinics that have to screen a large number
of mammograms every day. In such a clinical setting, the system can operate virtually all the time, as long as a
technician is available for feeding the mammograms to the scanner. An automated feeding instrument can also be
conceived. Assuming 10 hours of operation per day and a worst case of 5 minutes per mammogram, about 120
mammograms a day can be screened by the system without requiring any time from the radiologist. When the
results of the automated system are available, the expert radiologist will focus on the regions where the system
indicated microcalcification clusters in each mammogram to confirm the results. For the purpose of quality
control, the radiologist might also screen some regions that were cleared by the system on several mammograms.
The expected clinical benefits are: i) accurate detection of subtle signs of breast cancer that might be missed by
radiologists and, ii) significant reduction in the amount of time that radiologists spend for screening
mammograms. Currently, due to the subtlety of early breast cancer signs, radiologists use a magnifying glass to
screen mammograms. The time required for the visual interpretation of a complete mammogram can often reach
15 minutes and in some cases it can take up to 30 minutes. The automated system is expected to reduce the time
required of the radiologist by an order of magnitude.
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ABSTRACT

Mechanically compatible fasteners for use with thin or weakened bone sections in the human mandible are being
developed to help reduce large strain discontinuities across the bone/implant interface. Materials being considered
for these fasteners are a Polyetherertherketone (PEEK) resin with continuous quartz or carbon fiber for the screw.
The screws were designed to have a shear strength equivalent to that of compact/trabecular bone and to be used
with a conventional nut, nut plate, or an expandable shank/blind nut made of a ceramic filled polymer. Physical
and finite element models of the mandible were developed in order to help select the best material fastener
design. The models replicate the softer inner core of trabecular bone and the hard outer shell of compact bone.
The inner core of the physical model consisted of an expanding foam and the hard outer shell consisted of
ceramic particles in an epoxy matrix. This model has some of the cutting and drilling attributes of bone and may
be appropriate as an educational tool for surgeons and medical students. The finite element model was exercised
to establish boundary conditions consistent with the stress profiles associated with mandible bite forces and muscle
loads. Work is continuing to compare stress/strain profiles of a reconstructed mandible with the results from the
finite element model. When optimized, these design and fastening techniques may be applicable, not only to other
skeletal structures, but to any composite structure.

INTRODUCTION

During mandible reconstructive surgery many problems may be encountered when attaching thin or weakened
(diseased) sections of bone to one another, or to a replacement material. Some of these problems may stem from
differences in the mechanical properties of bone and the implant material, or from the fastening method. The
use of bonding techniques may result in premature failure of the interface due to the reduced or weakened bone
section at the interface. The use of mechanical fastening techniques could result in shearout of the thin/weak
bone due to the higher stiffness of conventional fastener materials, as well as large strain discontinuities across
the interfacial boundary between different materials.

Atrophy, due to stress shielding of underlying bone in metal fixation devices, is said to be the most important
reason for the removal of rigid metallic plates and screws. Several investigators have proposed the use of
biodegradable materials with the same properties as bone to be used in place of metal fixation devices (1-3).
These biodegradable materials could be used in situations where the fixation device is no longer needed after the
fracture has healed. To create a better interfacial bond between implants and bone other investigators have
explored the use of porous metallic implant materials (4), and to eliminate corrosion porous polysulfone (5) and
porous hydroxyapatite (6,7). Hydroxyapatite was thought to create a better bond with bone because it is one
of the constituents of bone. However, in situations where the implant or reconstructed mandible must remain in
place with the fixation device, it is desirable to have a fixation device that has the same properties as bone and
will have adequate strength at the bone/implant interface.

Therefore, the purpose of this study was to design non-metallic fasteners having properties similar to bone for
a reconstructed mandible or mandibular implant. The fastening method should "design in" the ability of the
fastener to flex with bone, thus preventing bone atrophy, while providing a continuous load path from bone to
the replacement. The design of the fasteners will be guided by both a physical model and a finite element
model of the mandible.
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MATERIALS AND FASTENER DESIGN

Materials

Bone has a hard outer surface (compact bone) and a soft, porous inner core (trabecular bone). This makes it
similar to sandwiched composite structures used in the aerospace field. These structures consist of an highly
porous inmer core (usually a honeycomb material to carry shear loads) sandwiched between  aluminum,
glass/epoxy or graphite/epoxy face sheets (to carry the tensile or compressive loads). A comparison of the two
assembled structures is shown in Figure-1. Because of the similarity in function, the implant designs will use
fasteners similar to those used with sandwich composites in the aerospace field. In order to size the screws in
any of the following designs, bone properties in shear (8) were used to calculate the necessary screw diameter.
In order to minimize strain discontinuity between bone and fastener, the fastener will be designed to have elastic
properties equivalent to that of bone. Since the fasteners will have a smaller cross sectional area than that of
bone, the shear strength will need to be higher than that of bone. The screw materials that most closely met
these criteria were Polyetheretherketone (PEEK) with either continuous carbon or continuous quarts fibers'. This
design methodology may be a better way to select fasteners for any composite structure, not just bone.

Fastener Design

For ease of assembly, the fastener design selected should allow the surgeon to insert the fastener from the buccal
{outside) surface of the mandible. To reduce trauma to the patient and prevent possible infection, the fastener
should be flush with the surface of the replacement mandible or mandibular bone. It may also be advantageous
to have the fastener put the bone into compression to prevent atrophy. All of these design "criteria” need to be
considered when selecting the optimum fastener design.

Three fastener designs are shown in Figure-2. Each design relies on a screw and a nut or nut plate to retain the
mandibular replacement. The design in Figure-2A, shows a screw assembled from the lingual (inside) of the
mandible into a blind hole in the replacement mandible. The underside of the head of the screw is contoured
so that the assembly load is gradually spread over compact bone on the mandible’s buccal (outside) surface. The
prosthesis or implant has internally threaded blind holes. This design requires the use of a screw driver from
the lingual side of the mandible. The design in Figure-2B, uses blind nuts installed from the lingual side of the
mandible. A screw is inserted through holes in the buccal side of the replacement mandible. This design
requires the blind nuts to be countersunk from the lingual side. The third design (Figure-2C) again features a
screw countersunk into the replacement mandible from the buccal side. This design is unique, in that, the nuts
have left hand threads on the outside and right hand threads on the inside. Thus, during assembly, no
counterboring is required on the lingual side. The nuts will self lock from the buccal side by the use of a simple
tool. In all of these designs a jig could be used to drill holes into mandibular bone that correspond with those
predrilled in the replacement mandibular or nuts. The shear and tensile strength of the screws in any of the
aforementioned designs should exceed those of bone. The compressive modulus should match that of bone to
prevent strain discontinuities between the replacement and bone.

An alternative design that relies on an interference fit between a screw and a self-clinching expansion nut rather
than tension as in the previous designs, is the shown in Figure-3. The self-clinching expansion mut would be
made of ceramic particulate filled polymer. The nut has scores or flutes on the outer surface to allow it to
separate under load. An oversized screw is inserted into an undersized tapped hole in the nut. The wall is sized
such that the interference fit of the screw and cylinder causes the cylinder walls to expand and split. The wall
segments are pushed outward and trapped between the fastener and compact/trabecular bone. The polymer used
in this cylinder could be a thermoset or thermoplastic resin filled with enough ceramic to create a somewhat
brittle material, but not brittle enough to crush under the screw compressive load. If a thermoplastic is used,
enough filler would have to be added to prevent creep under compressive load. The outside surface of the
cylinder could be tapered in such a way as to optimize the pressure profile on the outer surface of the fastener.
The neck of the fastener could be sized to allow the driver head to be torqued off when the proper preload
torque is reached. The entire installation requires only boring holes and no fastener is required on the lingual
side of the mandible. The fastener design from Figure-2B or 2C is shown in Figure-4 as an example of a partial
replacement mandible.

1 CPN800A-06-03 (PEEK/Long Carbon), CPN800J-06-03 (PEEK/Long Carbon), Cherry Textron, Santa
Ana, CA.
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PHYSICAL AND FINITE ELEMENT MODELS
Physical Model

A physical model of the mandible has been developed and fabricated to help with selection of the optimal
fastening technique. The fabrication process involves a two step molding process. The first mold is used to
fabricate the replacement for trabecular bone. Once solidified, this structure is positioned inside the second mold
where a substitute for compact bone is formed over it. Once completed the external geometry of the model,
formed by the mold, duplicates that of a human mandible. After evaluating many combinations, the materials
that gave cutting and drilling properties similar to bone, were a foamable polymer for trabecular bone, and a
ceramic filled epoxy for compact bone. The replacement mandible is shown in Figure-5 and a section through
the replacement mandible is compared to a section through a human mandible in Figure-6. This physical model
was drilled and cut using medical drills and saws,i.e., a Synthes drill* and a standard Micro-E sagittal saw. The
replacement mandible in a dry state, cut and burned like bone . However, while under irrigation the saw blade
bound in the material like it would in human bone. The replacement mandible drilled and tapped similarly to
bone.

In addition to its use as a tool in the selection of the best fastening technique, the replacement mandible could
also, and perhaps more importantly, be used as a training tool for surgeons and medical students.

Finite Element Model

PDA-PATRAN® was used to create a finite element model of 1/2 the mandible as shown in Figure-7. This model
consists of 7560 nodal points and 6716 solid isoparametric hexagonal elements with symmetry boundary conditions
applied at the mid-plane and fixed in the condylar region. A very refined mesh was used along the buccal/lingual
side in order to provide for easy modifications for incorporation of fastener devices. Both trabecular and compact
bone properties were used in the model as taken from Ref. (9). Figure-8 shows stress contours in the mandible
mode! for a static analysis incorporating a first molar point load of 250 N (1,100 1b) and appropriate muscle
forces as taken from Ref. (10). MSC/NASTRAN* and COSMOS/M® will be used to exercise this model with
different loading, boundary conditions and alternate material properties. The results will be compared to the
physical model under similar loads. Once the finite element model has been verified, it can be used to determine
the optimal fastening technique.

SUMMARY AND CONCLUSIONS

Several fastener designs have been proposed as fastening devices for a replacement mandible. The first design
simply relies on a composite screw inserted into the human mandible on the lingual surface and threaded into
a blind hole in the replacement mandible. The second design consists of a composite screw countersunk into a
replacement mandible on the buccal surface and threaded into a nut countersunk into the human mandible. The
third design relies on right hand threads on the inside and left hand threads on the outside of a nut on the lingual
surface of a human mandible to secure a composite screw whose head is countersunk and locked into the
replacement mandible. The last design relies on the interference fit between an oversized composite screw and
an undersized hole in a ceramic filled epoxy self-clinching expansion nut to force the ceramic to expand outward
into the human mandible. These designs must be analytically modeled and experimentally verified before a final
device is selected.

[

Synthes Ltd. USA, Wayne, PA.
PDA-PATRAN finite element pre-and post-processor code, PDA Engineering, Costa Mesa ,CA.

MSC/NASTRAN finite element solver, MacNeal-Schwendler Corp., Los Angles, CA.

o

COSMOS/M finite element software, Structural Research and Analysis Corp., Santa Monica, CA.
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A physical model of the mandible was fabricated that included both trabecular and compact bone substitutes.
An expanding foam was used to represent trabecular bone and a ceramic filled epoxy was used to simulate
compact bone. When cut and drilled, this material acted similarly to bone. Besides being used to test the
fastener designs, this substitute mandible could be of benefit to surgeons and medical students training in
orthopedic surgery.

The mandible has been modeled using the finite element technique. Several different loading conditions will be
applied to both the physical and finite element models and their results compared. After the finite element model
is verified, it will be used to evaluate stress states in each of the fastening techniques. Once optimized for the
specific design criteria, the selected fastening technique should not be limited to the mandible or other skeletal
structures, but also to composite structures in general.
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ABSTRACT

A patent was recently granted to the U.S. Army for an adaptation of a soil cone penetrometer that
can be used to measure the spectral characteristics (fluorescence or reflectance) of soils adjacent to the
penetrometer rod. The system can use a variety of light sources and spectral analytical equipment. A laser-
induced fluorescence measuring system has proven to be of immediate use in mapping the distribution of oil
contaminated soil at waste disposal and oil storage areas. The fiber optic adaptation coupled with a cone
penetrometer permits optical characteristics of the in-situ soil to be measured rapidly, safely, and
inexpensively. The fiber optic cone penetrometer can be used to gather spectral data to a depth of
approximately 25 to 30 m even in dense sands or stiff clays and can investigate 300 m of soil per day.
Typical detection limits for oil contamination in sand is on the order of several hundred parts per million.

INTRODUCTION

Cone penetrometers have been used in soils investigations for foundations and roadways for over
fifty years. A typical geotechnical cone penetrometer consists of a hollow, instrumented, steel rod that is
forced into the ground at a constant rate by employing hydraulic rams and a large reaction mass. The rod
and conical tip are generally instrumented to measure the force the soil generates on the standard conical
tip, and the force the frictional resistance of the soil produces on the side wall of the rod. Additional
adaptations have permitted the measurement of the soil electrical resistivity and the pore pressure of fluids in
the soil. The purpose of the present paper is to discuss new adaptations that allow the cone penetrometer to
be used to measure spectral properties of soils in-situ.

An engineering cone penetrometer of modern design typically consists of a 20- to 30-ton truck
equipped with all-wheel drive. Hydraulic jacks are used to lift the truck up from the ground so that all of
the weight of the truck can be mobilized as a reaction mass. The hydraulic rams mounted in the truck use
the reaction mass to force the penetrometer rod into the underlying soil. The electronics and computer
equipment needed to readout and record data from the instruments in the rod is mounted in the van body
that houses the rams (Figure 1).

The cone penetrometer is recognized in the geotechnical community as a rapid method for gaining
access to the subsurface soils in order to make in-situ measurements or to recover samples of soil or
groundwater. A typical cone investigation uses a 35-mm-diameter, hollow, steel rod that is forced into the
soil at 2 cm/sec. A truck can generally investigate 300 m of soil in a working day. Using a 200-kN thrust
the penetrometer can reach depths of at least 25 to 30 m even in dense sands and stiff clays (1).

The cone penetrometer equipped with suitable sensors is finding new applications in reconnaissance-
level site investigations where contaminated soil and shallow groundwater are suspected. Cone
penetrometers represent a faster, safer, and more economical alternative to drilling, sampling and sample
analysis (2). Cone penetrometers produce no cuttings for disposal and a relatively simple adaptation to the
ram unit allows the penetrometer rods to be cleaned as they are brought out of the ground. The
penetrometer van can be adapted to maintain a cool, controlled air supply for the equipment operators. Air
quality monitors located in the rod handling area assure that the van interior is a safe working area.
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Figure 1. Photo of a penetrometer truck equipped for waste site investigations. The forward
compartment houses the hydraulic rams for forcing the penetrometer rods into the ground. The rear
compartment houses the instrumentation.
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Figure 2. Schematic drawing of the system used for measuring soil spectral characteristics (after Figure 1
in U.S. Patent No. 5,128,882)
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THE FIBER OPTIC CONE PENETROMETER

The U. S. Army Toxic and Hazardous Materials Agency is directing a tri-services research effort on
applications for the cone penetrometer in site characterization and has tasked the U.S. Army Engineer
Waterways Experiment Station to develop the cone penetrometer equipment that will allow it to be used as a
screening tool for locating contaminated soil and groundwater. As one result of research in this area, the
U.S. Army has been granted a patent on a novel method for examining the spectral characteristics of soil
adjacent to the penetrometer rod (3). The patent describes a method for using a window that passes
through the wall of the penetrometer tube. Light from inside the penetrometer tube is used to illuminate the
soil opposite the window. The light returning from the soil is captured by a fiber optic waveguide inside the
penetrometer and transferred to the surface. Spectral analysis equipment attached to the end of the fiber at
the surface is used to determine the energy distribution of light returning from the soil. A schematic of the
system is shown in Figure 2. The spectra are displayed in near real time in the penetrometer instrument
compartment and are evaluated and recorded.

The illumination source and fiber optic waveguide in the cone penetrometer can be configured in 2
variety of ways to measure different phenomena. The basic fiber optic system can be used as a fluorometer
or as a reflectometer. Two experimental fluorometer units have been built by the Army to detect
contamination from hydrocarbons in soil, one unit employed minature UV lamps housed in the penetrometer
as an excitation source and used a grating spectrophotometer as a spectral analysis unit. A single waveguide
was used to carry the fluorescent signal to the surface. A second design developed in an Army and Navy
cooperative effort used a pulsed nitrogen laser emitting at 337 nm coupled to a fiber as an excitation source
and a fixed grating with a charge-coupled photodiode as a spectral analyzer. Both single- and double-fiber
designs have been built and evaluated. The Air Force has assembled a fiber optic cone penetrometer to
detect jet fuel contamination in soil. The Air Force unit uses a portable, tunable dye laser coupled to a fiber
bundle and a grating spectrophotometer as a spectral analyser.

A prototype reflectometer has been assembled by the Army to evaluate the use of reflectometry in
the visible portion of the spectrum as an aid to detecting wastes (such as TNT washout and rinse waters)
that have a distinctive color. The reflectometer uses a tungsten lamp coupled to a fiber waveguide to provide
illumination at the window and a second fiber waveguide and a spectrophotometer as a spectral analyzer.

Because of the widespread problem of soil contamination from fuel spills or leaks and waste oil
disposal, the fluorometer is currently the configuration that has the widest application. The most useful
system to date is the laser-induced fluorescence (LIF) unit that uses a nitrogen laser as a UV excitation
source. The components used are specified in Table 1, and illustrated in Figure 3.

The penetrometer tool that is used in the LIF system (Figure 4) is adapted from a standard
penetrometer cone that would be used to measure soil strength (4). The window through the wall of the
penetrometer rod and the fiber optic elements are contained in a module that rides above the standard cone.
The only modification that was produced in the lower part of the penetrometer is the addition of a grouting
system that allows the tip of the penetrometer cone to be ejected and grout to be pumped down through the
rod to seal the hole as the penetrometer is withdrawn. With the exception of the grouting system the
penetrometer tool follows the standard design with regard to the tip_configuration and the area of the lower
part of the rod (the sleeve) that is used for soil friction measurements.
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TABLE 1
LASER INDUCED FLUORESCENCE (LIF) UNIT COMPONENTS

Illumination Source: Laser Photonics LN 1000 Nitrogen Laser
(337.1 nm excitation).

Fiber Optic Wavequide: Ensign - Bickford 360 micron core fiber
optic, 400 micron total diameter.

Spectral Analysis: EG&G PARC Model 1460 Optical Multichannel
Analvyzer; Model 1302 Fast Pulser; Model 1229 Spectrograph; Model
1421 Photodiode Array.

Data Acquisition and Processing: Hewlett Packard Vectra 486
Computers (2) networked via Ethernet; Data Translation A/D and

D/A boards; Hewlett Packard LaserJet III printer.
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Figure 3. Layout of the instrumentation used in the laser-induced fluorescence (LIF) system.
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The optical module (Figure 5) is designed with a replaceable sapphire window. The module consists
of a fiber optic carrier that slides inside the penetrometer rod. The carrier holds two 400-micron diameter
silica-on-silica fibers. The fibers are epoxied into a holder that assures that the cones of acceptance of the
fibers overlap at the outer surface of the window. As the window is screwed into the carrier, the threads on
the window pull the spring- loaded holder and the attached fibers into position behind the window. The
wiring harness for the strain gages at the tip and sleeve of the penetrometer rod passes through slots in the
optical fiber carrier. The optical fiber carrier has two stainless steel tubes inserted through it to allow the
grout to be pumped down to the ejectable tip.

OPERATION OF THE FIBER OPTIC PENETROMETER

As in any technique that depends on spectral data for detection or quantification of a compound in a
complex matrix, the detection limit depends on the response of the compound of interest and the influence
of the matrix. The detection limit that can be obtained from the fluorometer when it is used to examine
fuel-contaminated soil depends on the fluorophore present in the fuel (for example, polynuclear aromatic
compounds in diesel fuel) and the conditions in the soil. With carefully prepared standards and heavy-grade
fuels (rich in polynuclear aromatic compounds) in a sand matrix, detection limits of a few parts per million
are possible (Figure 6). At many sites where free fuel is present in the soil as a non-aqueous phase liquid,
low detection limits are not necessary if the objective is to determine the shape, size and depth of the mass
of oil - saturated soil. The fluorometer can be used to find critical locations where the penetrometer or
drilling techniques can then be used to collect soil or groundwater samples for analysis.

POTENTIAL APPLICATIONS FOR THE FIBER OPTIC PENETROMETER

The first application for the fiber optic penetrometer has been fluorometry for the detection of fuel
in soil. Fuel residues at five sites have been mapped. By using the large volume of sensor data from the
cone penetrometer and a volume mapping computer routine, a model of the contaminated soil mass can be
prepared that shows the probable concentration of the fuel in the soil and the location and depth of each
sensor reading. The visualization of the sensor-derived concentrations can be used in planning monitoring or
remedial actions. An example of a three-dimensional plume map produced from penetrometer sensor data
is shown in Figure 7.

The fiber optic cone penetrometer even in the form of a simple fluorometer offers potential for
commercial applications. The U. S. Environmental Protection Agency estimates indicate that there are over
two million fuel storage tanks in the United States. Surveys indicate that on an average one tank in three is
leaking (5). This problem alone would justify commercializing the fiber optic cone penetrometer. The
penetrometer also has uses in tracking the flow of landfill leachate and septic tank effluent. Fluorescent dyes
have been used with the existing fluorometer to determine the direction and velocity of groundwater
movement under a dredged material disposal area.

The fiber optic cone penetrometer will potentially become even more useful in the future as
waveguides are developed that will allow broad range remote spectral studies, especially in the infrared.
Development of more specific techniques using infrared, visible, and UV reflectometry can potentially expand
the technological benefits. Experimental work is also underway in evaluating the use of resonance Raman
spectrometry in a fiber optic cone penetrometer. Future fiber optic penetrometer applications will build
upon basic designs developed during the production of the fluorometer system for the cone penctrometer (6,
7.
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Figure 5. Detail of the fiber optic module showing the sapphire window. Note that the fibers are pulled
in position as the window is screwed into place.
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Figure 7. Block view of the masses of fuel-contaminated soil in a fuel storage area. The irregularly
shaped masses are the volume of soil that fluoresced at levels equivalent to sand contaminated with over
2000 ppm of diesel fuel. The contours indicated on the surface show the concentration of hydrocarbon
(measured as ppm hexane) in soil gas.
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ABSTRACT

A process has been developed at Brookhaven National Laboratory (BNL) for the removal of metals and
radionuclides from contaminated materials, soils, and waste sites. In this process, citric acid, a naturally
occurring organic complexing agent, is used to extract metals such as Ba, Cd, Cr, Ni, Zn, and radionuclides
Co, Sr, Th, and U from solid wastes by formation of water soluble, metal-citrate complexes. Citric acid
forms different types of complexes with the transition metals and actinides, and may involve formation of a
bidentate, tridentate, binuclear, or polynuclear complex species. The extract containing radionuclide/metal
complex is then subjected to microbiological degradation followed by photochemical degradation under
aerobic conditions. Several metal citrate complexes are biodegraded and the metals are recovered in a
concentrated form with the bacterial biomass. Uranium forms binuclear complex with citric acid and is not
biodegraded. The supernatant containing uranium citrate complex is separated and upon exposure to light,
undergoes rapid degradation resulting in the formation of an insoluble, stable polymeric form of wranium,
Uranium is recovered as a precipitate (polyuranate) in a concentrated form for recycling or for appropriate
disposal. This treatment process, unlike others which use caustic reagents, does not create additional
hazardous wastes for disposal and causes little damage to soil which can then be returned to normal use.

INTRODUCTION

The presence of radionuclides and toxic metals such as As, Be, Cd, Cr, Hg, Mn, Ni, and Zn in wastes, soils,
and materials, at many Department of Energy (DOE) and other facilities is a major environmental concern.
For decontamination of the waste material, both metal and radionuclide contaminants must be removed from
the contaminated site so that the site can be returned to a useful condition. It would be desirable and
beneficial to the environment to provide a comprehensive method for the removal of toxic metals and
radionuclides from contaminated sites with reclamation of the soil.

Previous large-scale methods devised to deal with the problems of contaminated materials and soils have
utilized caustic reagents such as hot sulfuric or hydrochloric acids, and oxidizing agents such as sodium
hypochlorite, to extract the metals. While these methods can remove contaminants, they also cause
irreparable damage to the soil, generating secondary waste streams which create additional hazardous waste
disposal problems. For example, various soil washing methods were discussed at the DOE Soil Washing
Workshop [1]. Madic et al. [2] used bidentate phosphramides enhanced by nitric acid to extract metal ions
such as lanthanides, U(IV), Am(III) and Pu(IV). Kim et al. [3] immobilized radioactive Sr-90 by
coprecipitation with Ca-, Al-, and Fe-phosphate in contaminated soils. Raghavan et al. [4] deseribed three
generic types of extractive treatments for cleaning excavated soils: water washing, augmented with a basic or
surfactant agent to remove organics, and with acidic or chelating agents to remove organics and heavy
metals, organic-solvent washing to remove hydrophobic organics and polychlorinated biphenyls; and air or
stream stripping to remove volatile organics. Kochen and Navatil [5] removed americium and plutonium
from contaminated soil by wet-screening, attrition scrubbing, wet-screening additives, and fixation by
conversion to glass.
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Other methods of metal removal from materials have also been reported. For example, U.S. Patent No.
4,973,201 describes a method for solubilizing precipitated alkaline earth-metal-sulfate scale in contaminated
earth by contacting the earth with a polyaminocarboxylic acid chelating agent (EDTA, DTPA) and an oxalate
ion synergist, and leaching the solubilized precipitate from the earth with water. To dispose of the dissolved
sulfates, the leachate is either treated by chemical methods or returned to subterranean formation.
Radioactive contaminated components of nuclear reactors have been decontaminated using citric acid (U.S.
Patent Nos. 4,839,1000; 4,729,855; 4,460,500, 4,587,043; 4,537,666; 3,664,870 and 3,103,909). In these patents,
metal recovery methods involve ion exchange columns, porous DC electrodes, or combusting the organics.
Nishita et al. [6] used inorganic and organic compounds including citric acid to extract Pu from contaminated
soils in order to correlate with Pu uptake by plants. Photochemical oxidation of uranium(IV) citrate by
tungsten filament lamp, and the formation of an insoluble, stable polymeric form of uranium upon exposure
of uranium citrate to light, has been reported [7,8].

Many of the chelating agents used in decontamination have been shown to undergo little degradation by
microorganisms [9-11]. Biodegradation of these metal chelates should result in the precipitation of released
ions as water-insoluble hydroxides, oxides, or salts, thereby retarding the migration of metals. Recently, we
reported that the type of complex formed between the metal and citric acid plays an important role in
determining its biodegradability [12]. The presence of free hydroxyl groups of citric acid is the key
determinant in effecting biodegradation of the metal complex. For example, Ca, Fe(III), and Ni formed
mononuclear bidentate complexes and were readily biodegraded; whereas, Cd, Cu, Fe(II), and Pb formed
mononuclear tridentate complexes, and U formed a binuclear complex involving the hydroxyl group of the
citrate, and were not biodegraded. The lack of degradation of tridentate and binuclear complexes was not
due to toxicity, but probably limited by the transport and/or metabolism of the complex by the bacteria.

Various isolated concepts involving biodegradation, photodegradation, or chemical pretreatment have been
reported in the literature. The problem of providing a thorough decontamination of the waste site as of yet
has not been solved. In this paper, we present a total method for reclaiming radionuclide or toxic metal-
contaminated materials, soils, sediments, and wastes with recovery of the contaminating metals to reduce
toxic waste and with restoration of the soil [13].

TREATMENT PROCESS

The method for decontaminating radionuclides and other toxic metal-contaminated materials, soils,
sediments, sludges and wastes, involves treating the contaminated material with citric acid and extracting the
metals and radionuclides as citrate complexes. The solution is then treated with a Pseudomonas fluorescens
ATCT No. 55241 and subjected to photolysis to degrade the complex and recover the radionuclides and
metals through precipitation and biosorption reactions (Figure 1). The treated material is returned to its
original use.

Extraction of Radionuclides and Metals

A sludge sample containing uranium and several toxic metals was obtained from a uranium processing
facility. Ten grams of sludge was extracted with 100 ml of 0.40 M citric acid, for five hours in the dark using
a wrist action shaker. The dry weight of the sludge before and after citric acid extraction was determined by
drying at 60°C until a constant weight was obtained. The solids were digested in a mixture of hot nitric,
perchloric and hydrofluoric acids in platinum crucibles. The citric acid extract and digested solids were
analyzed for metals by ICP-MS. Table 1 shows extraction efficiency of various metals from sludge by citric
acid. In this sample, metals Ag, As, Au, B, Bi, Cu, Gd, Hg, Li, Mo, Pb, and V were poorly extracted by
citric acid treatment. Lack of extraction of these metals is probably due to the nature of mineralogical
association with stable mineral phases in this particular waste [14]. For example, Cu was predominantly
associated with the organic fraction and a small amount with the iron oxide and inert fractions and was not
extracted by citric acid treatment.
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Biodegradation of Metal Citrate Extract

Duplicate samples of undiluted (as is) and diluted (1 to 4) citric acid extract from the sludge were amended
with nutrients consisting of 0.1% of NH,Cl, K,HPO,, and KH,PO,. The pH was adjusted to 6.5 with NaOH
and then the extracts (100 ml) were inoculated with 4 ml of 18-hour old culture of Pseudomonas fluorescens
ATCC 55241. The samples were incubated on a shaker at 24°C. The bacterial inoculum was grown in
medium containing citric acid, 2g; NH,Cl, 1g; KH,PO,, 1g; K,HPO,, 1g; NaCl, 4g; MgSQ,, 0.2¢; distilled
water, 1000 ml; and pH 6.5. All sample preparations were performed under low light to minimize any
photochemical reactions. Periodically, 5 ml aliquots were removed, filtered through a 0.22 pm flter, and
analyzed for (i) pH, (ii) citric acid biodegradation by HPLC using uv and refractive index detectors, and

(iii) soluble uranium. At the end of the incubation period (after 118 hours for the diluted sample and after
322 hours for the undiluted sample) the supernatant and the solids consisting of bacterial biomass and any
precipitated metals were separated from solution by centrifugation. The dry weight of the solids was
determined and digested in a mixture of hot nitric and perchloric acids. The supernate and the digested
solids were analyzed for uranium and other metals by ICP-MS (Table 2). The bacteria degraded citrate at a
rate of 0.5-0.7 mM per day (Figure 2). The rate of degradation was much higher in the diluted extract than
the undiluted sample. There was little change in concentration of uranium in samples subjected to
biodegradation, indicating that the uranium citrate complex was not biodegraded (Figure 2). This is
consistent with the previous results that uranium and certain metal complexes of citric acid are resistant to
biodegradation [12]. About 9% of the total uranium was present in the bacterial biomass. Increased levels
of cobalt, nickel, zinc, and zirconium, in the biomass digest, indicated that their citrate complexes were
readily biodegraded.

Photodegradation of Uranium Citrate Extract

The supernate from the biodegradation treatment containing primarily uranium citrate complex was exposed
to light to degrade the complex and recover uranium (Figure 3). The pH of the supernate was adjusted to
3.5 with HCI and the sample exposed to seven 60 watt, high output fluorescent growth lights. Periodically

2 ml samples were withdrawn, filtered through a 0.22 um filter and analyzed for uranium, citric acid, and
photodegradation products. At the end of the experiment (after 157-hours of exposure to light) the solutions
were filtered through a 0.22 um Millipore filter and analyzed for citric acid degradation products by HPLC,
and for metals by ICP-MS. The uranium precipitated out of solution as a polymer soon after it was exposed
to light (Figure 3). After 50 hours, ~ 85% of the uranium was removed from solution. In Table II, the
removal efficiency of various metals from the citric acid sludge extract first subjected to biodegradation,
followed by photodegradation, is presented.

Weight Loss

The solids remaining after extraction with citric acid were washed with deionized water, transferred to
weighing dishes, and dried in an oven overnight at 105°C to determine the weight loss due to citric acid
extraction. The extraction of the wastes with citric acid resulted in significant reduction in weight. Almost
half (47%) of the sludge showed loss in weight due to solubilization and removal of toxic and nontoxic bulk
components in the waste.

SUMMARY

These results show that (i) uranium was extracted from the waste sample with >85% efficiency using 0.4 M
citric acid; (ii) other metals such as chromium, cobalt, manganese, nickel, strontium, thorium, zin¢, and
zirconium were also extracted from the waste; (iii) the uncomplexed excess citrate and several metal citrate
complexes (Co, Ni, Zn and, Zn) with the exception of binuclear complexes were readily biodegraded by the
bacterium, P. flunorescens ATCC 55241 and were recovered with the bacterial biomass; and (iv) the uranium
citrate complex was photodegraded, allowing the uranium to form a polymer which was recovered as a
concentrated solid.
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This process has significant potential for commercialization because (i) it can be applied to a variety of
materials and waste forms, (ii) it does not generate secondary waste streams, (iii) it causes little damage to
soil, and (iv) environmentally and economically important metals are removed in a concentrated form for
recovery and recycling. The use of combined chemical, photochemical, and microbiological treatment
processes of contaminated materials will be more efficient and result in considerable savings in clean-up and
disposal costs.
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TABLE 1

Extraction Efficiency of Metals From Sludge by Citric Acid

Metal Total Metal % Metal
in sludge Extracted
(pg. gdw-1)

Ag 41 + 30 2.4
Al 30500 = 500 58.7
Au 1800 * 500 <1
Ba 427 * 25 24 .4
Be 5.21 * 0.45 60.1
cd 66 + 6 9.1
Co 10.7 £ 0.3 74.8
Cr 342 + 10 74.6
Cu 329 + 18 1.2
Ga 28.8 + 0.6 25.7
Mg 7510 * 100 89.2
Mn 234 + 3 82.9
Ni 1120 + 10 80.0
Pb 224 + 27 <1
P4 5.51 * 0.70 49.0
Sb 5.67 + 0.05 68.8
Sn 17.6 + 0.4 93.1
Sr 125 £ 5 59.2
Th 3.08 £ 0.10 94.2
Ti 922 + 95 28.4
U 2410 * 100 86.8
Y 121 = 7 4.1
Zn 839 * 7 59.6
Zr 209 + 4 84.2

Sludge extracted for 5 hours with 0.4 M citric acid solution.
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TABLE 2

Effects of Biodegradation Followed by Photodegradation
in the Treatment of Citric Acid Sludge Extract

$ Removal

Metal Before After After Total
Treatment?! Biodegradation? Photodegradation®
(uM)

Al 7410 92 1 93
Ba 12.0 92 <1 92
Be 3.22 >99 <1 >99
Co 0.866 71 6 77
Cr 60.8 <1 25 25
Ga 0.889 73 16 89
Mn 37.2 98 <1 98
Ni 192 64 1 65
Pd 0.311 64 30 94
Sb 0.361 2 14 16
Sn 1.71 >99 <1 >99
Sr 10.2 98 1 g9
Th 0.112 96 3 >99
Ti 80.2 96 <1 96
U 94.8 9 78 87
Zn 86.1 90 5 95
Zr 61.7 97 2 99

! Sludge was extracted for five hours with 0.4M citric acid.

2 Samples analyzed 118 hours after inoculation with Pseudomonas fluorescens ATCC
No. 55241 but before photodegradation.

® Samples analyzed after biodegradation and 157 hours of exposure to light.

ND-none detected
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Figure 1. Schematic of the Treatment Process
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CONVERTING ENVIRONMENTAL WASTES INTO VALUABLE RESOURCES

Leonard A. Duval
Recotech Corporation
Aurora, OH 44202

ABSTRACT

This concept employs a viable energy saving method that uses a solvent to separate oil from particle
matier; it can be used in metal forming industries to deoil sludges, oxides, and particle matter that is
presently committed to landfill. If oily particles are used in their oily state, severe consequences to
environmental control systems such as explosions or filter blinding, occur in the air handling equipment.
This is due to the presence of hydrocarbons in the stack gasses resulting from the oily particles.

After deoiling, the particles can be recycled and the separated oil can be used as a fuel.

The process does not produce a waste of it's own and does not harm air or water. It demonstrates the dual
benefits of being commercially viable and in the national interest of conserving resources.

INTRODUCTION

This presentation covers a method to recover valuable resources from oily wastes by means of solvent
extraction of the oil from the wastes. This method is known as the Duval Process and allows for:

- Recovery of solids

- Recovery of oil

- Elimination of harmful effects of oil on solids

- Elimination of harmful environmental problems caused by oil in disposal sites

This process has been licensed to major engineering and construction firms.

Some practical applications are as follows:
- Removal of oil from sludges and fine particle matter
- Decontamination of soils when the contaminant is a hydrocarbon
- Removal of solids from oily material

The process is one that maximizes the use of wastes that, at great cost, must be landfilled or destroyed
1o safeguard the environment. The process employed is an economical approach to maximizing resource
recovery from oily wastes by use of solvent extraction of the oil from the solid particles.

Large generators of oily wastes are steel mills and machine shops. Accidental spills of oily materials
have caused contamination of soils that require cleansing as insurance against future environmental
damage.

in order to change the size or shape of metal components, machining operations such as shaving, forging,
pressing, grinding, or polishing are required. A lubricant, usually an oil , is used to assist the tools during
the machining operation by cooling and lubricating the tools and materials. Small particles of the metal
are removed with the lubricant and later separated by gravity-settling so that the lubricant can be reused.
Solids from a metal forming operation are coated with substantial quantities of the oil used in a metal
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forming operation. Larger particles may contain as much as 2% of their weight in oil while smaller sizes
may contain as much as 25% of their weight in oil and form a sludge like mass.

Quantities of metal fractions generated at a location are directly related to the type of forming and parts
being manufactured; ie., in the manufacture of aircraft hydraulic fittings the metal removed may be as
much as 50% of the original metal weight while metal removed during a grinding operational may only
be a small fraction of the metal part. The oil quantity on these particles would likewise vary from 2-4%
on machinings to 25% on grindings.

Much of the oily particle matter is being wasted due to difficulties resulting from its reuse, and this waste
is sufficiently harmful to the environment to draw attention of environmental groups, research institutes,
engineering companies, waste treatment firms, and firms engaged in resource recovery.

Thousands of tons of valuable resources are being sent to landfill disposals by the metal forming
industries.
and there are numerous reports of landfills leaching contaminants into streams and the water table.

The cost of handling and managing the landfills has increased dramatically and therefore costs of
disposing wastes to landfills is substantial. In addition to the direct cost of landfilling is the contingent
legal liability of using the landfill. There have been cases where small waste producers have
contaminated a non-hazardous landfill by disposing of hazardous materials which have contaminated
the landfill and thus made all disposers that used the landfill responsible for the condition. The legal
liabilities associated with public landfill disposal are so great that larger firms often find it necessary to
operate their own landfills.

At present , operators of machining plants will use various methods to reduce the oil on the recyclable
scrap, by storing the scrap in heated rooms and centrifuging. This is to reduce the loss of expensive
cutting oil on the scrap as well as to make the scrap acceptable to the smelter. In addition, the waste
generator is penalized by the smelter due to the pollution caused by the oil on the scrap shipped 1o the
smelter.

If the oily wastes are used, serious damage to exhaust gas handling systems will result. Fires in
electrostatic filters and blinding of bag filters in standard systems are dangers when the consuming
facility involves high temperatures as in smelting or incineration. The oil on wastes being smelied cause
detrimental metallurgical effects because of the sulfur in the oil. When incineration of oil at the smelter is
required, the elevated temperature causes decomposition of particles requiring a replacement of lost
components Unavoidable wastes result from metal forming due to the oil on the wastes being generated.

If the wastes are piled or landfilled, the dedication of a large area for the landfill, costs asscciated with
managing the landfill, hazards to ground water and ever changing regulation become prohibitive.

The solution to these problems is a program to make the wastes recyclable. The key to maximizing the
recycling of the oily waste is the elimination of the oil on the waste being generated so that it can be
either recycled directly back into the generator's production, or used as a raw material for another
indusiry. Steel manufacturing produces a large amount of oily iron oxides that can be recycled back into
steel making as a replacement for raw iron ore. Steel making oxides are also used as mason hardeners
and colorings, in mixes for exothermic welding, as dense media and also as iron supplements in animal
feed.

DESCRIPTION OF THE PROCESS

The process consists of a low-temperature, multi-stage (usually 3 or 4 stages) extraction using
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methylene chloride flowing counter current to the oily solids, that extracts the oil and water linked to the
solids. The solvents are settled and filtered for fines separation. The solids are dried by evaporating the
residual solvent and water which are then condensed and recycled in the process.

The oily solvent is recovered by standard azeotropic distillation of the solvent and oil mixture carried out
at 39 degrees Centigrade. The water is removed by gravity separation from the solvent.

Since the solvent has some affinity for the water, it is subjected to chilling in order to promote the gravity
separation of the solvent and water. The water is further subjected to a polishing operation consisting of
air-stripping the solvent to a carbon pack. The recovered water is used for make-up requirements within
the process. This result is a reduced need for fresh water and a zero discharge of water into the
environment.

The solvent also contains an amount of water which must be eliminated in order to insure against
acidification of the solvent. The solvent containing the water is passed through a medium of recyclable
desiccant which absorbs the water leaving the solvent relatively free of water. This stage of the process
includes an automated system for maintaining solvent stability by addition of stabilizing agents as
reguired.

Vents of the system pass through a granulated carbon column for collection of any solvent. The solvent is
then recovered from the carbon column and returned to the process.

The entire system is close looped to maximize the solvent recovery. The circuits for recovering the

solvent from the water and air, the value of the recovered oil as a fuel and elimination of landfill costs
makes possible the conversion of an environmental problem into a profit center.
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LOW COST DEWATERING OF WASTE SLURRIES

J. B. Peterson, S. K. Sharma,
R. H. Church, and B. J. Scheiner

J

U.S. Bureau of Mines
Tuscaloosa Research Center
P.O. Box L, University of Alabama Campus
Tuscaloosa, AL 35486-9777

ABSTRACT

The U.S. Bureau of Mines has developed a technique for dewatering mineral waste slurries which utilizes polymer
and a static screen. A variety of waste slurries from placer gold mines and crushed stone operations have been
successfully treated using the system. Depending on the waste, a number of polymers have been used successfully
with polymer costs ranging from $0.05 to $0.15 per 1,000 gal treated. The dewatering is accomplished using
screens made from either ordinary window screen or wedge wire. The screens used are 8 ft wide and 8 ft long.
The capacity of the screens varies from 3 to 7 gpm/ft>. The water produced is acceptable for recycling to the plant
or for discharge to the environment. For example, a fine grain dolomite waste slurry produced from a crushed stone
operation was dewatered from a nominal 2.5 pct solids to greater than 50 pct solids using $0.10 to $0.15 worth of
polymer per 1,000 gal of slurry. The resulting wastewater had a turbidity of less than 50 NTU and could be
discharged or recycled. The paper describes field tests conducted using the polymer-screen dewatering system.

INTRODUCTION

In the processing of minerals to produce concentrates and products, often times a dilute slurry is generated that
must be disposed of in some manner. The use of impoundments for waste disposal is common throughout the
minerals industry. With the promulgation of new environmental regulations, the cost associated with using and
maintaining impoundments for waste disposal is increasing dramatically. The Bureau of Mines has been conducting
research to develop low cost dewatering techniques (1-2). The most recent research activities include effluents from
placer mines and slurries generated in the production of crushed stone.

In placer mining, gold bearing gravels are treated in a washing plant to remove boulders, small rocks, sand, and
fines while trapping the gold particles. This is usually accomplished by placing the gravel into a trommel or on
vibrating screens where the gravel is sized from 0.5 to 1 inch. The undersized material is washed into a sluice box
while the small rocks, sand, and fines flow off the end of the sluice box into a sump, where a majority of the rocks
and sand settle out. The water containing the fines and some sand flows from the sump and intc a pond system at
the mine site. The settleable material drops out as the water moves sequentially through the system of ponds,
leaving the fine grain silts and clays in suspension. This is commonly referred to as the non-settleable fraction of
the gravel being treated. With time, more fines will settle resulting in a solution containing ultrafine or colloidal
particles that will remain suspended indefinitely. Contamination of surface waters is possible if this turbid water
is discharged. The extent of this problem depends on the character of the gravel being treated. For some gravels,
very little colloidal particles will be formed, whereas, for others a significant amount can be generated.

The crushed stone industry produces a variety of sized stone for sale. The stone is mined, crushed, and sized
(3). Dunng the sizing operation, especially for the smaller fractions, the stone is washed to remove undesirable
fines. This results in a fine grained slurry which must be impounded. Oftentimes, due to the location of the mine
near municipalities, the land available for use as impoundments is limited requiring the impoundments to be emptied
and the material transported to a location where it can be disposed. This often entails the use of equipment such
as draglines to remove the material and trucks for transport of the consolidated material to the disposal site. The
fine material is often thixotropic and causes difficulty in removal and transport (4). Impoundment design and
maintenance and sediment disposal are regulated under a number of environmental and zoning regulations. The
fines generated during the processing oftentimes contain certain fairly pure materials that are saleable if they can
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be dried, i.e., waste fines from a magnesium/calcium carbonate quarry is often of high purity and can be sold as
fine grain carbonate.

This paper describes a technique for dewatering fine grained slurries. The technique produces a consolidated
material that can be handled by conventional equipment. The technique involves flocculation of the solids in a
shurry with the proper polymer and dewatering on a static screen.

FLOCCULANT SCREENING

Prior to field testing, samples of the slurry are obtained from the mine site and laboratory experiments conducted.
A large number of commercially available polymers are screened to determine the optimal polymer for the particular
waste slurry. The technique used to test the polymer is described in detail elsewhere (4). The criteria used to
determine the best polymer include dosage requirements, cost of polymer, clarity of discharge water produced, and
the percent solids of the dewatered material. For the field testing described in this paper, high molecular weight
polyethylene oxide (PEO) was the polymer chosen for the placer effluent tests, and a high molecular weight anionic
polyacrylamide was used for the slurry from a crushed stone operation.

FIELD TESTING

The placer site evaluated is located in Livengood, AK, and the crushed stone operation is in Birmingham, AL.
At the Alaska site, the unit was designed to handle up to 1,000 gpm of placer effluent. The flow sheet for the
operation is shown in Figure 1. A 6-in pump with a capacity of 1,100 gpm was used to deliver the waste slurry
to the unit. The PEO pumps with variable speed drive systems and with capacities of 45 and 20 gpm, respectively,
were used to inject the PEO solution in-line by using 2-in-diam pipe. Placer effluent was delivered to the system
by 6-in pipes of various lengths. A Kenics' static mixer (2-10 elements) was used, when needed, to increase the

'Reference to specific products does not imply endorsement by the Bureau of Mines.

turbulence in the pipe. The flocculated slurry was emptied into a trough at the top of the screens and overflowed
onto the screens. The water passed through the screen into a trough and was allowed to flow by gravity into the
secondary pond. The dewatered solids rolled down the screen and discharged into a pit. The screen was comprised
of two sections, the top section was set up at an angle of 47° and the bottom section at an angle of 38°. A common
aluminum window screen, 16 by 18 mesh, was used as the screening device for the flocculated solids.

Sluice box
Water
pond KEY
J 1 Effluent intake
2 Effluent pump
3 PEO
Primary
pond

tank
4 PEO pumps
5 Static mixers
6 Screen

Screen underflow

FIGURE 1.--Flow sheet for Alaska field test study.
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For the crushed stone field test, a mobile unit was constructed and placed on a flat bed truck as shown in Fi gure
2. The equipment includes holding tanks for polymer solution, a mixing tank for preparing concentrated polymer
solutions, a mixing tank for dilution of the polymer, and static dewatering screens 8- by 4-ft hinged together to form
an 8- by 8-ft screen. The screens have horizontal openings that are 0.020 and 0.030 in wide, 2.75-in long. The
screens can be replaced with other screens having horizontal openings of 0.010 or 0.040 in width. The waste slurry
is pumped from the processing plant to the mixing trough above the screens. Polymer is added to this line. The
polymer mixes with the waste and then enters the trough, and then overflows to the screen. The released water
flows through the screen and is recycled back to the plant’s water system. The solids roll off the bottom of the
screen and are placed in a pit. Figure 3 shows the unit in operation at the crushed stone site.

RESULTS AND DISCUSSION

A variety of conditions were used at the Alaska field testing site. From previous research results it was known
that obtaining the proper mixing of polymer and slurry was critical (5). To determine the best mixing
conditions, a variety of different arrangements were tested. The PEO was injected into the feed line upstream of
the dewatering screen. In-line mixing through 400 to 1,000 ft of pipe combined with a wide range of Kenics static
mixers (2 to 10 elements) were tested. During initial testing on the primary pond, 600 ft of 6-in pipe and the
2-element static mixer produced best results. However, when the unit was transferred to the secondary pond, 600
ft of pipe alone produced good flocs. In both tests, treated water was recycled back to the secondary pond. The
feed, which varied widely in solids content from 0.09 to 5.40 pct by weight and turbidity from 300 to 26,500 NTU,
was dewatered using 0.01 pct PEO solution.

FIGURE 2.--Mobile dewatering unit at stone quarry.
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FIGURE 3.--Dewatering screen operating at stone quarry.

As shown in Table 1, the PEO dosage required to dewater placer effluent varied with initial solids and was
calculated in pounds per 1,000 gallons of slurry treated. The PEO dosage increased from 0.02 to 0.19 1b/1,000
gal with an increase in initial solids. It was also found that the PEO dosage did not only depend on the initial
percent solids but also depended on the Reynolds number (Re) which is directly proportional to the slurry flow rate.
Therefore, Re is just a gauge of shear force requirement of a system. The results shown in Figure 4 indicate that
when the Re increased from 50,000 to 130,000, the PEO dosage decreased from 0.15 to 0.04 1b/1,000 gal. Each
point on Figure 4 represents an individual test and all the tests had a water quality of less than 50 NTU. Also,
Table 1 shows that for higher initial solids in the 26,000 range the static mixer was a benefit, but at lower initial
solids a static mixer was not needed. Finally, taking all the variables in consideration, it was found that a PEO
dosage of 0.02-0.14 1b/1,000 gal was required to produce a dewatered product of 33 to 43 pct solids and screen
underflow with turbidity of 20 to 50 NTU’s, Table 1.
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Table 1.--Results of the Alaska field dewatering test
on placer effluents using 0.01 pct PEO

Mixer Feed Initial PEO Solids Underflow,
length, turbidity, solids, dosage, content, turbidity,
ft NTU pet 1b/1,000 gal pct NTU
600" 26,500 4.41 0.14 42.9 46
600 26,000 5.40 .19 40.5 45
600 14,000 2.42 .07 33.8 47
600 5,800 2.42 .06 422 33
600 5,400 .78 .05 42.5 31
600 5,200 .60 .03 20.1 40
600 2,000 .25 .02 35.6 32
600" 1,300 .52 .04 33.2 20
600 300 .09 .02 33.2 26
800" 15,000 2.68 12 41.3 50
800 6,200 .68 .06 39.7 39

"Two element static mixer was used with pipe.
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FIGURE 4.--Effect of Reynolds number on PEO dosage for the large field
test unit.

A cost estimate of the Bureau of Mines process for dewatering Alaskan placer effluent streams with PEO was
determined and is reported in an open file report (6). The cost estimates are for dewatering plants processing 1,000
gpm of effluent slurry at three representative turbidity levels. Both the placer and dewatering plants operated on
the same 1 shift-per-day, 6 days-per-week schedule for the 100-day Alaskan operating season. Estimated fixed
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capital costs for these plants processing placer slurries with effluent turbidities of 1,000, 3,000, and 5,000 NTU
are approximately $29,000, $31,000, and $34,000, respectively, on a fourth quarter 1986 basis (6). Operating costs
are estimated to be $0.34, $0.37, and $0.40 per thousand gallons of effluent slurry including amortization, plan and
chemical cost. :

The field testing at the crushed stone operation was conducted using the mobile unit previously described. As
part of the operation for the stone quarry, a sand screw is used to remove coarse particles from the waste slurry
prior to impoundment. The feed for the unit was taken from the pipe going to the impoundment from the sand
screw. A wide variety of parameters was investigated. Polymer concentration ranged from 0.02 to 0.10 pct,
Reynolds number from 4,800 to 16,000, and retention time from 30 to 136 sec. It was determined that a polymer
concentration of 0.04 pct gave the best results. It was also determined that the flow of solids down the screen using
the polyacrylamide was quite different from the previous tests where PEO was used. The PEO flocs flowed easily
off the screen whereas, the polyacrylamide flocs tended to abrade as they moved down the screen causing some
blinding of the screen. The difference between the two polymers is that the PEO has inherent antifriction properties
allowing the flocs to move down the screen without abrasion. To overcome this problem, it was determined that
tapping the screen periodically reduced the blinding allowing the screen to function. In practice this can be
accomplished with an automatic tapping device set on a timer. The major parameter that had to be optimized in
the crushed stone slurry was the mixing requirement. For this system it was determined that a Re of 4,800 with
a mixing retention time of 68 sec produced 50 pct solids at a polymer dosage of 0.30 Ib/1,000 gal treated. The
material continued to dewater after exiting the screen and reached solids contents as high as 70 pct in 24 to 48 h.

At the present time, the polymer used in the study on the slurry from the crushed stone operation costs
approximately $0.50/Ib when bought in bulk quantities. Therefore, the cost estimates for a crushed stone
operation were estimated to be $0.15 to $0.25 per thousand gallons. The estimates are based on the operation where
both a low cost anionic copolymer of acrylamide and a medium cost anionic polyacrylamide were used. Both
polymers produced a dewatered product of 45-50 pct solids. The dewatered material has potential for use in a
number of products, and any use would be a credit, this being the overall cost.

CONCLUSIONS
The field testing of two different waste slurries, one from a placer operation and the other from a crushed stone
operation, has shown that the Bureau-developed polymer/static screen dewatering technique can be successfully used
at low cost. To optimize the technique, the Re number and time of mixing in the feed pipe must be studied to

obtain the optimum conditions.
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ABSTRACT

In order to meet the stringent time-critical requirements for real-time man-in-the-loop flight simulation, computer
processing operations must be consistent in processing time and be completed in as short a time as possible.
These operations include simulation mathematical model computation and data input/output to the simulators. In
1986, in response to increased demands for flight simulation performance, NASA’s Langley Research Center
(LaRC), working with the contractor, developed extensions to the Computer Automated Measurement and
Control (CAMAC) technology which resulted in a factor of ten increase in the effective bandwidth and reduced
latency of modules necessary for simulator communication. This technology extension is being used by more
than 80 leading technological developers in the United States, Canada, and Europe. Included among the
commercial applications are nuclear process control, power grid analysis, process monitoring, real-time
simulation, and radar data acquisition. Personnel at LaRC are completing the development of the use of
supercomputers for mathematical model computation to support real-time flight simulation. This includes the
development of a real-time operating system and development of specialized software and hardware for the
simulator network. This paper describes the data acquisition technology and the development of supercomputing
for flight simulation.

INTRODUCTION

NASA’s Langley Research Center (LaRC) has used real-time flight simulation to support aerodynamic, space,
and hardware research for over forty years. In the mid-1960s LaRC pioneered the first practical, real-time,
digital, flight simulation system with Control Data Corporation (CDC) 6600 computers. In 1976, the 6600
computers were replaced with CDC CYBER 175 computers. In 1987, the analog-based simulation input/output
system was replaced with a high performance, fiber-optic-based, digital network. In 1990, action was begun to
replace the simulation computers with supercomputers.

The digital data distribution and signal conversion system, referred to as the Advanced Real-Time Simulation
System (ARTSS) is a state-of-the-art, high-speed, fiber-optic-based, ring network system. This system, using the
Computer Automated Measurement and Control (CAMAC) technology, replaced two twenty year old analog-
based systems. The ARTSS is described in detail in references {1] through [6].

An unpublished survey of flight simulation users at LaRC conducted in 1987 projected that computing power
requirements would increase by a factor of eight over the coming five-years (Figure 1). Although general
growth was indicated, the pacing discipline was the design testing of high performance fighter aircraft. Factors
influencing growth included: 1) active control of increased flexibility, 2) less static stability requiring more com-
plex automatic attitude control and augmentation, 3) more complex avionics, 4) more sophisticated weapons
systems, and 5) multiple aircraft interaction, the so called "n on m" problems.

Having decided to continue using large-scale general-purpose digital computers, LaRC issued a Request for
Proposals in May, 1989 and subsequently awarded a contract to Convex Computer Corporation in December of
that year. As a result of this action, two Convex supercomputers are used to support flight simulation. The
resulting computational facility provided by this contract is the Flight Simulation Computing System (FSCS).
This system is described in references [8] through [11].
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ADVANCED REAL-TIME SIMULATION SYSTEM

Through design efforts by both LaRC design engineers and design engineers at KineticSystems Corporation,
three components of the ARTSS were developed to meet LaRC requirements. These were the serial highway
network, the network configuration switch, and the signal conversion equipment. A block diagram of the
ARTSS is presented in Figure 2.

Serial Highway Network

The LaRC ARTSS employs high-speed digital ring networks called CAMAC highways. At any given time, four
totally independent simulations can be accommodated simultaneously. The equations of motion for an aircraft
are solved on one of the mainframe computers and the simulation is normally assigned one highway. The
purpose of the network is to transfer data between the central computers and simulation sites (control console,
cockpit, display generator, etc.). The elements of a CAMAC highway are: the Block Transfer Serial Highway
Driver (BTSHD); the fiber-optic U-port adaptor, the Block Transfer Serial Crate Controller (BTSCC); the List
Sequencer Module (LSM); and the CAMAC crate. Three features of the networks were developed to meet the
LaRC requirement. First, the mainframe computer interface to the BTSHD was developed. Second, the block
transfer capability was developed to meet LaRC performance requirements. This capability resides in the
BTSHD, BTSCC, and LSM. Third, the fiber optic capability was developed to satisfy our site distance problem.
The simulator sites are from 350 to 6,000 feet from the computer center.

Prior to the development of the block transfer capability, a CAMAC message was approximately 19 bytes long
which included addressing, 24 bits of data, parity information, and response information. The addition of the
block transfer capability allowed for the inclusion of many CAMAC data words in a single message. During
block transfers, data reads or writes proceed synchronously at one 24-bit CAMAC data word per microsecond.
This is several times faster than the normal single word message rate. Besides the CAMAC standard message,
there are two modes of block transfer. In the first, the entire block of data goes to a single module within a
crate. It is implemented by the BTSCC repeating the module-select and function bits on the crate dataway for
each CAMAC word. In the second block transfer mode, the block, either on read or write, is divided among
several modules within a crate. This mode employs the 1LSM module which is loaded by the mainframe
computer at set-up time with up to four lists of module-select and function bits. When this type of block transfer
is in progress, the BTSCC acquires module number, function, and subaddress for each sequential CAMAC word
in the block from the indicated list in the LSM.

To support Convex supercomputers, a new generation serial highway driver was developed. This driver provides
direct connection to VMEDbus and allows data to be streamed onto the network. Previous equipment transmitted
24 bits out of the 32 available on the host computer interface; however, the new hardware transmits the full 32
bits from the host computer. Packing/unpacking operations are no longer required to provide the 24 bits in 32
which results in lower input/output latency and increased computer time available for model computation.

Network Confizuration Switch

The purpose of the network configuration switch system is to provide complete connectability between the
simulation applications on the mainframe computer and the various simulation sites. Upon request, any sensible
combination of available sites can be combined into a local CAMAC ring network in support of a single
simulation. This network configuration for a given simulation is done during the initialization phase, after a
highway has been assigned by the scheduling software. The application job requests sites by resource request
statements and if the sites are available, the switch will electrically and logically configure the network without
disturbing other running simulations. The switch is built for a maximum of 12 highways and 44 sites. Each
highway may be connected to a different host computer. During the transition period, four computers were
routinely used simultaneously doing flight simulation. Two of these computers were CDC CYBER 175
computers and two Convex supercomputers. In the final configuration, two Convex supercomputers with a total
of six configuration switch ports are used.
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Signal Conversion Equipment

Three types of output converter modules and two types of input modules were designed and built 1o LaRC
specifications. The converters are high quality and have been added to the vendor’s catalog. The digital-to-
analog converters (DAC), analog-to-digital converters (ADC), and digital-to-synchro converters (DSC) are 16-bit
devices with 14 bits of accuracy. The data transmitted uses 16 bits although only 14 are meaningful. This
implementation allows LaRC to change converter precision without major changes in software or protocol. To
decrease transmission time, data words are packed such that three converter words (16 bits each) are contained in
two CAMAC words (24 bits each). The discrete input converters contain 48 bits per module and the discrete
output modules contain 24 bits per module.

Clocking System

Flight simulation at LaRC is implemented as a sampled data system. The equations of motion are solved on a
frame-by-frame basis using a fixed time interval. To provide the frame interval timing signals and a clocking
system for synchronization of independent programs, LaRC designed and built the real-time clock system. This
system is patented and is described in reference [7]. The clock system is composed of a central unit and
multiple CAMAC modules called Site Clock Interface Units (SCIUs) which are connected by means of a
separate fiber optic star network. Two distinct time intervals are broadcast by the central unit on a single fiber.
The first time interval has a constant 125-microsecond period. The tic count necessary for a real-time frame is
set in the SCIU by initialization software. This count is decremented Uy one for each occurrence of the interval
timer. When the count reaches zero, each SCIU issues a signal that indicates beginning of frame. The frame
time is determined independently for each simulation but must be a multiple of 125 microseconds. The second
clock signal, called the job sync tic, has a longer period called the clock common multiple which is set manually,
typically in the 1 to 3 second range. This longer period is used for synchronization. Each frame time must
divide evenly into the clock common multiple, ensuring that all simulations will be synchronized on the
occurrence of the job sync tic.

Figure 3 shows some of the wide variety of modules that can be accommodated in a CAMAC crate. The
modules that are indicated as being developed to NASA specifications are available as standard catalog products
from Kinetic Systems Corporation. The modules indicated as NASA developed were developed at NASA
Langley Research Center.

REQUIREMENTS FOR NEW SIMULATION COMPUTING SYSTEM

The results of the 1987 survey of simulation users and program managers led to the definition of requirements
for replacing existing computers.

CPU Performance

Real-time flight simulation at LaRC requires high scalar CPU performance to solve the equations of motion of
the system being simulated. Using an existing simulation of an X-29 aircraft as a benchmark, the following
CPU performance was specified:

1. If a single CPU configuration is provided, the CPU must solve the benchmark in at most 165 seconds.

2. If a multiple CPU configuration is provided, each CPU must solve the benchmark in at most 330 seconds.

Due to secure processing requirements, a minimum of two and a maximum of four independent computers were
required. The CYBER 175 computer solves the benchmark in 660 seconds. Thus, the capabilities of the
resultant total system will provide at least eight times the CPU processing power of the coupled CYBER 175
computers.

Real-Time Input/OCutput

The ARTSS CAMAC system has provided LaRC with a high performance real-time input/output system that has
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extended the capabilities of the LaRC simulation system. Since ARTSS provides a high transfer rate with low
latency, LaRC required provision of a compatible interface between the simulation computing system and the
ARTSS CAMAC system. LaRC required that the new system include all software and hardware to connect to the
ARTSS CAMAC real-time network. This connection was required to transfer block data over the network at a
sustained rate of 24 million bits per second in the enhanced serial mode.

Responsiveness

One of the critical requirements for any real-time simulation system is system responsiveness. The FSCS system
is required to respond to an external event, cause a short FORTRAN program to execute, and post an observable
output response, in less than 150 microseconds. This elapsed time, called time-critical system response, is mea-
sured at an external port on the computer. The external event occurs at a repetitive rate of 1000 events per
second. In addition to the time-critical system response, CAMAC input/output response is required to be less
than 200 microseconds. CAMAC input/output response is defined as the time between the action of an interrupt
senerated in a CAMAC crate, transfer of one CAMAC word of data, execution of the short FORTRAN program,
and transfer of one CAMAC word of output.

Frame Rate

To support simulation applications needing higher frame rates, LaRC required the system to run simulations at
1000 frames per second. At this frame rate, during any given frame, the system must deliver at least 600 micro-
seconds of CPU dme for the simulation model with 100 bytes of real-time input and 100 bytes of real-time out-

put. The sum of system overhead and real-time input/output must be less than 400 microseconds.

Real-Time Data Recording and Retrieval

To support real-time data recording and retrieval during synchronous flight simulation, LaRC required the
capability to record and/or retrieve information from two files for each simulation. The aggregate storage
capacity was required to be a minimum of 180 megabytes. Sufficient data rate was required to permit a
simulation to record or retrieve one 1000-byte record per real-time frame from each file simultaneously at a
frame rate of 100 frames per second.

Lanvuage and other factors

At LaRC, almost all simulation programs are written in the FORTRAN language. Furthermore, simulations have
been developed on CDC 6000 series computers and succeeding generations for over twenty years. With
simulations written taking advantage of the CDC 60-bit architecture, LaRC required that the FSCS system
support simulations written in the FORTRAN language with a minimum floating point mantissa precision of 14
decimal digits and with a minimum exponent range of plus and minus 250 decimal. In addition, the C language
is required fo support a limited number of applications, and Pascal is required to support the CAMAC
configuration database.

An application development capability was required to operate simultaneously with simulations operating in real-
time using all the real-time computing power specified. This application development capability has a minimum
performance specification and required an advanced source language level debugger.

NEW SIMULATION COMPUTING SYSTEM

The computers that LaRC has put in place to fulfill the requirements are Convex Computer Corporation C3200
and C3800 series computers. These computers are classified as supercomputers and support both 64- and 32-bit
scalar, vector, and parallel processing. The first delivery consisted of a Convex 3230 (3 CPUs expandable to
4) with two CAMAC interfaces. The system was delivered with two peripheral buses (PBUS): one PBUS that
is used for input/output to standard peripherals such as tape, disk, and line printer and one PBUS that is used
exclusively for real-time input/output to the ARTSS CAMAC network. Each VME Input/Output Processor
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(VIOP) is a Motorola 68020 microcomputer that provides programmable input/output control. Each VIOP is con-
nected to a standard 9U VMEbus and to the corresponding PBUS. The CAMAC interface consists of a
KineticSystems Model 2140 Enhanced Serial Highway Driver for VMEbus. The second delivery consisted of
one Convex C3850 (5 CPUs expandable to 8) computer configured similar to the C3230 with 3 PBUSs and two
CAMALC interfaces. The computer contains 512 megabytes of main memory and sufficient disk and other
peripherals to support flight simulation. The resulting computer configurations are shown in Figure 4.

There are four critical aspects of a computing system to support real-time simulation. These are: CPU
performance, memory capacity, time-critical system response, and deterministic system performance.

The first computer installed (C3230) performs a simulation of an X-29 aircraft in 245 seconds per CPU which is
2.7 times faster than the computers being replaced. With two CPUs available for real-time, this resulis in over 5
times the CPU performance. The second computer (C3840) performs the X-29 in 117 seconds per CPU which is
5.6 times faster than the computers being replaced. With four CPUs available for real-time, this results in over
18 times the CPU performance.

Memory capacity is more than adequate to meet the requirements. The expanded memory capacity, compared
with the old system, has allowed LaRC researchers to greatly increase the complexity of the simulations. The
increase in memory capacity, coupled with the increase in CPU performance, has led to much higher fidelity
simulations. Memory capacity is high enough to permit its use for real-time data storage and retrieval. If the
data requirements of the real-time simulations exceed the memory capacity, a disk spooler program wiil be
developed.

Time-critical system response is a measure of how fast the computing system can respond to real-time evenis
from outside the computing system. Time-critical system response on both the computing systems has been
measured at 31 microseconds, which exceeds the LaRC requirement.

Deterministic system performance is a measure of how consistently on a frame-by-frame basis the computing
system calculates the simulation model without any loss in synchronization with real-time. To wuse a computing
system for real-time simulation, the system must be able to solve the model in a very nearly fixed amount of
time, no matter what the demands on the system are for other computing. The C3850 performs simulation
models with less than one percent variation in model computing speed. Modifications to the C3230 software are
being done to improve its model computing behavior.

Operating System

Convex Computer Corporation offers two real-time operating systems. The operating system currently in use at

LaRC requires one CPU for all non-real-time activity: editing, program compilation, and other UNIX activities.

The other CPUs may be dedicated to real-time simulation. At the request of a real-time program, the program is
locked down in memory to prevent page faults and the CPU or CPUS are dedicated exclusively to the real-time

program.

The second real-time operating system incorporates a specially developed real-time kernel that the entire
operating system is built upon. With this version of the real-time operating system, the UNIX operating system
portion will be pre-empted by real-time requests and the response to real-time interrupts will be deterministic and
very short. This version supports, on a single CPU, all activities of a normal UNIX operating system and also
simultaneously supports real-time applications. This operating system requires special hardware that is not
available in LaRC computers.

CONCLUSION
NASA Langley Research Center is completing the development of a system to simulate in real-time increasingly

complex and high performance modern aircraft. Utilizing centralized supercomputers coupled with a proven
real-time network technology, scientists and engineers are performing advanced research using flight simulation.
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Hardware and software developed and concepts used are applicable to a wide range of commercial applications
that require time-critical computer processing including process control, power grid analysis, process monitoring,
radar data acquisition, and real-time simulation of a wide variety of systems.
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Typical CAMAC Crate Configuration
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ABSTRACT

Splash 2 is an attached processor system for Sun SPARC 2 workstations that uses Xilinx 4010 Field Programmable
Gate Arrays (FPGAs) as its processing elements. The purpose of this paper is to describe Splash 2. The predecessor
system, Splash 1, was designed to be used as a systolic processing system. Although it was very successful in that mode,
there were many other applications that were not systolic, but which were successful, nonetheless, on Splash 1, or that
were not implemented successfully due to one or more architectural limitations, most notably /O bandwidth and
interprocessor communication. Although other uses to increase computational performance have been found for the
Xilinx FPGAs that are Splash’s processing elements, Splash is unique in its goal to be programmable in a general
sense.

INTRODUCTION

Splash 2 is an attached processor system for Sun SPARC 2 workstations that uses Xilinx 4010 Field Programmable
Gate Arrays (FPGAs) as its processing elements. The purpose of this paper is to describe Splash 2.

The predecessor system, Splash 1 [1], was designed to be used as a systolic processing system [2] [3]. Although it
was very successful in that mode, there were many other applications that were not systolic, but which were successful,
nonetheless, on Splash 1, or that were not implemented successfully due to one or more architectural limitations, most
notably I/O bandwidth and interprocessor communication. Although other uses to increase computational
performance have been found for the Xilinx FPGAs that are Splash’s processing elements (see, for example, [4] or [51),
Splash is unique in its goal to be programmable in a general sense.

THE HARDWARE

The architecture of Splash 2 is shown in Figures 1 and 2.

The Splash 2 System

The sysiem-level view of Splash 2 is shown in Figure 1. (This shows a 3-board system; a system can contain 1 t0 13
boards.) An interface board plugs into the backplane and an SBus adapter board plugs into a Sun SPARC 2 workstation
to run the Splash 2 system via the interface board.

This paper is taken from a paper published in the Proceedings of the 4th Annual ACM Symposium on Parallel
Algorithms and Architectures and copyrighted by the Association for Computing Machinery. It is published here by
permission of the ACM.
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The interface board extends the address and data buses from the Sun into the address/data buses in the backplane.
The Sun can read from and write to memory and memory-mapped control registers on the Splash 2 boards via these
buses. The Sun provides only 25 address bits (that we take to be 23 since we deal only with data on 32-bit-word
boundaries), which is inadequate to address the 13 (boards) x 17 (memories) X 512K (bytes) of Splash 2 memory, so
the interface board contains an address bank register that selects the Splash 2 board in the system.

There are three data paths into the Splash 2 system.
(1)  On the memory bus, data can be read and written into memories attached to each Xilinx processing chip.

(2) A “linear data path” exists down the SIMD bus into the first Xilinx chip, X1, in the linear array of the first
Splash 2 board in a daisy chain that can include as many as 13 Splash 2 boards. Output from the last Xilinx chip in the
linear array, X 16, of the first board passes as input to the X1 chip of the second board, and so on. Cutput from X16 of
the last board in the daisy chain retumns on the Rbus to the interface board.

(3) A SIMD path exists by using the SIMD bus for broadcast. The SIMD bus has a data path into Xilinx chip X0
on each board, which can then inject SIMD instructions or data into the crossbar and thus broadcast to the other Xilinx
chips on that board.

There are three modes for sending data into the Splash 2 system.

(1)  Splash 2 can communicate with the Sun via DMA transfers to and from the FIFOs of Figure 1. The two input
FIFOs are 1K X 36-bits; the two output FIFOs are 1K X 32-bits. For these transfers, the interface board becomes a
master on the Sun SBus and transfers bursts of data to or from the FIFOs. In typical operation the Sun programs and
initializes the Splash 2 boards via memory-mapped transfers and then enables DMA for data transfer to/from Splash 2.
In this mode, the 32 bits of data form the low 32 of the 36 bits in the FIFO. The high 4 bits are taken from a tag register.
DMA data transfer can be sustained at about 38 Mbytes per second when the host workstation is CPU-loaded, or as fast
as 54 Mbytes per second when the host is idle.

(2)  The Sun host can also perform direct writes to the input FIFOs of Splash 2. In this mode the high 4 bits of the
36-bis FIFO word are bits 5-2 of the address.

(3) Splash 1 was and Splash 2 will be a useful processor for handling digital signals generated external to the
Sun host. The external input accommodates input of such a signal directly to Splash 2. Further details of this are given
below.

The interface board is responsible for generating all the signals necessary in the backplane for running up 1o 13
Splash 2 boards.

The Sun data bus is latched and buffered to drive the backplane data bus for memory-mapped reads and writes.
The Sun address lines are latched and buffered to feed the backplane, and the Sun can load an address bank register with
a 7-bit address extension to obtain 30 bits of 32-bit-word addresses.

A clock generator provides the clock signal to the Splash 2 boards, can be programmed by the Sun to various
frequencies, and can be programmed to single-step, N-step, or to Stop on an interrupt.

Interrupts can be requested by any Splash 2 board, and the DMA controller can request an interrupt when transfers

are completed. An interrupt register permits the Sun interrupt program to enable or disable interrupts and to read which
interrupt source generated an interrupt. FIFO full/empty determination is under the control of Xilinx chips XL and XR.
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The inclusion of Xilinx chips XL and XR was to provide for control of data transfer, clock (even a clock supplied
by the external input), and tag bits independent of the Splash 2 boards. In Splash 1 such control was usually done in the
firstarray chip, leading to asymmetry and crowded designs. With proper programming of XL and XR, the asynchronies
of DMA transfer and external input and clock should not be seen by the Splash 2 boards themselves, and the XL and
XR programs should function much like a system I/O library. A size register indicates the number of Splash 2 boards
in a system, providing a signal to the Splash 2 boards so that one board is enabled to deliver data to the Rbus. ADMA.
controller performs SBus-compatible burst DMA transfers to and from the FIFOs in 16-word bursts.

To accommodate variable modes of data entry into a Splash 2 system, provision for an extemnal signal input exists
in the form of a daughterboard attached to the interface board. In this way, small changes in input signal conditioning
can be made without requiring the entire board to be re-engineered. The daughter board can be configured to provide an
external clock, thus allowing the Splash 2 system to be run synchronously with external data.

The Splash 2 Processing Boards

The Splash 2 board is detailed in Figure 2. Each board contains 17 Xilinx 4010 chips. Sixteen of these, X1-X186,
form the processor array, connected both linearly and via the crossbar by 36-bit-wide data paths. The 17th chip, X0, has
several uses to be mentioned later. Each of chips X1-X16 is connected via a 36-bit-wide path (18 address, 16 data, 2
control) to the 256K X 16-bit memories. The memories can be read from or written to directly by the Sun on a 32-bit
data path.

The linear data path brings data from either the previous Splash 2 board or from the SIMD bus into X1, through the
linear array, and out from X 16 to either the next Splash 2 board or to the Rbus, and from there to the interface board.

Among the many control lines on Splash 2 is a single interrupt line from each Xilinx chip back through the
interrupt latch and mask to the host. This is useful for applications such as searches in which a Xilinx chip that found
the solation can signal that fact back to the host and interrupt the processing. In addition, a global AND/OR and 2
global VALID line (GOR, GORV) extend from each Xilinx chip to the control chip X0, and a system global AND/OR
runs from each Splash 2 board to the interface board.

A final feature of the Splash 2 board is the ability to load or store a configuration state into the Xilinx chips.
Readout of the state was possible in Splash 1 and was invaluable for debugging and program optimization; the new
ability also to load the Xilinx chips with a starting state configuration will greatly enhance the ability to monitor
program behavior.

The 17th Xilinx chip X0 serves several functions. Its primary purpose is to control the crossbar. The crossbar itseif
is bit-sliced from nine TI SN74ACT8841 4-bit crossbar chips. Up to eight different configurations can be chosen; X0 is
used to select which configuration is in effect at any given cycle, and the crossbar control determines the direction in
which data is transferred. Using multiple configurations can, for example, allow the 16 chips to be viewed as a
two-dimensional mesh, or a 4-dimensional binary cube, provided that only one data path per Xilinx chip is used in any
given cycle (since only one path exists). In this way, the realization of common communication patterns is relatively
straightforward. For example, a 4-dimensional binary cube is realized as follows: View the linear array as a
hamiltonian path through the 4-cube. Properly chosen, and with an appropriate coordinate labelling, this path
provides all the connections in the x-dimension, four of eight in the y-dimension, and two and one, respectively, in the
z- and w-dimensions. Six crossbar configurations, one for each direction for each of the y-, z-, and w-dimensions, now
provide the additional connections to realize a 4-cube. Although arbitrary communication is not possible—only three
and not four ports exist per chip—it is possible to communicate one dimension at a time, and many cube algorithms
exhibit this characteristic pattern. In an analogous way one can realize a 4 X 4 mesh, although in one of the two
dimensions only half the needed communication paths are available at a time.
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A second function of X0 is to provide a broadcast capability into the crossbar. Splash 2 can be used as a SIMD
computing engine, as will be discussed below, and the connection from the linear data path through X0 into the crossbar
allows for a broadcast of instruction and immediate data to all chips on a board at a time, using the lines into the
crossbar shared by X0 and X16.

To allow X0 to be sent ‘“subroutine calls” in SIMD mode and to execute stored subroutines, and to allow for the
lookup tables that can be expected to be heavily used, X0 possesses its own local memory.

One complication exists in that the memories are 16 and not 32 bits wide. To allow for both the host and the Splash
2 board 1o view the normal data width as 32 bits, the memories on the Splash 2 board are double-cycled; the host and the
interface board pass 32 bit data to/from the Splash 2 board, and the board reads/writes 32 bits on word boundaries by
using two cycles for every data transfer to/from the interface board. This design decision was based on the I/O pin count
of the Xilinx 4010 chips. Many designs were considered, but it proved impossible to retain the linear array data path
(2 x 36 bits), add a crossbar connection (1 X 36 bits), add a direct connection to memory (18 bits address, 32 data),
and have any of the 160 I/O pins left over for control.

SIMD COMPUTING MODE

A Splash 2 board allows a 256-bit load/store in parallel to 16 Xilinx processing chips. The combination of crossbar
and the linear array provides a powerful parallel data transfer capability similar to a network. With this view of the
Splash 2 board, its use for SIMD computing is quite natural. To effect this mode of computing it is necessary 1o support
broadcast of instructions and/or immediate data. This is made possible by lines running down the SIMD bus into Xilinx
chip X0 of every board and from there directly to Xilinx chips X1 through X16 over the crossbar. In this mode, chip X0
could be programmed explicitly to serve as an instruction decode module and possibly also to convert from a vertical to
a horizontal encoding of the instructions.

PROGRAMMING

There are three levels at which the Splash 2 system must be programmed: the Splash board, the interface, and the
host. At the Splash board level the programmable components consist of the Xilinx processing chips, X1 through X16;
the conirol chip, X0; and the crossbar. At the interface level the Xilinx chips XL and XR are user programmable. The
host interface must provide input data streams and control the operation of the Splash system. A library of common
control functions is provided for the interface board chips, XL and XR, and for the Splash board control chip, X0.
Many linear and SIMD applications use only a single crossbar configuration, which can also be provided in a library.
The host interface can be driven from either a C program that makes calls to a package of control routines or through an
interactive graphical debugger. Therefore, the minimal Splash 2 program consists of a single replicated Xilinx
program for X1 through X16 and a selection of library components for the rest of the system.

The programming environment for Splash 2 is based upon the VHSIC Hardware Description Language (VHDL).
YHDL is a hardware specification language with many modern programming language features such as block
structured control; user defined data types; and overloaded procedures, functions, and operators. VHDL programs can
freely mix behavioral specifications with more traditional structural descriptions. The VHDL programming model
includes the concept of time, so VHDL specifications can be simulated directly.

The Splash 2 programming methodology relies heavily upon simulation and logic synthesis. Users develop
applications by writing VHDL behavioral models of their algorithms, which are then simulated and debugged within
the Splash 2 simulator. Once an algorithm is determined to be functionally correct, it is compiled into a set of Xilinx
chip configurations and the timing analyzed and optimized.

The Splash 2 simulator is a hierarchical model of the Splash 2 system comprising a set of VHDL models for each of

the components of the system. When an application program is simulated, it is able to interact with the system exactly
as it would with the physical hardware. The system models also verify that the application program meets any
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hardware constraints such as memory sequencing and setup and hold times. Because the simulator is based upon
commercial tools, a full source level debugging interface is available to the user.

A mix of logic synthesis and standard compilation techniques are used to compile VHDL programs into Xilinx
configurations. A commercial logic synthesis tool is used to map the VHDL code into a gate list, where a peephole
optimizer is used to perform a variety of Xilinx- and Splash-specific optimizations. The resulting gate list is then
mapped into the CLBs and placed and routed using the Xilinx tool package. The Xilinx tools are used also to extract the
detailed timing information from the placed and routed design. This information is used to construct a new VHDL
model for each chip, which is then fed back to the Splash 2 simulator for timing analysis. '
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ABSTRACT

Distributed computing systems are proliferating, owing to the availability of powerful, affordable
microcomputers and inexpensive communication networks. A critical problem in developing such systems
is getting application programs to interact with one another across a computer network. Remote
interprogram connectivity is particularly challenging across heterogeneous environments, where
applications run on different kinds of computers and operating systems. NetWorks!™ is an innovative
software product that provides an object-oriented messaging solution to these problems. This paper
describes the design and functionality of NetWorks! and illustrates how it is being used to build
complex distributed applications for NASA and in the commercial sector.

INTRODUCTION

A distributed computing system consists of software programs and data resources that are distributed
across independent computers connected through a communication network [1]. Distributed systems are
proliferating, owing to the availability of powerful, affordable microcomputers and inexpensive
communication networks. Examples include: network operating systems for sharing file and printer
resources; distributed databases; automated banking and reservation networks; office automation;
groupware; and operations control systems for manufacturing, power, communication, and transportation
networks.

In traditional uniprocessor systems, users connect with a mainframe or minicomputer from remote
terminals to share its centralized data stores, applications, and processing resources. In distributed
systems, both computing resources and users are physically dispersed across computer nodes on the
network. Distribution offers important advantages, including replication, fault tolerance, and
parallelism. For example, heavily-used programs or data may be duplicated on multiple nodes to
increase resource availability and reliability. In addition, individual applications may be distributed,
enabling their constituent tasks to be executed simultaneously on dedicated computers.

These benefits are achieved at the price of increased design complexity.! In particular, users and
programs must frequently access information resources and applications that reside on one or more
remote systems. Such access presupposes solutions to the design problems of:

® establishing interprogram communication between remote applications.
° coordinating the execution of independent applications, or picces of a single distributed
application, across networked computers.

Interprogram connectivity enables applications to exchange data and commands without outside
intervention (e.g., users explicitly transferring and loading files). Such capabilities are critical for
highly automated distributed systems that support activities such as concurrent engineering, data
management and analysis, and process or workflow control. Connectivity also enables end-users to access
remote database or file system resources interactively, via graphical user interface programs.

10bvious space limitations preclude discussion of important design issues such as: (a) locating
distributed resources, which may be replicated and/or movable; (b) maintaining consistency across
replicated data stores or distributed computations; and (c) managing recovery from partial failures such
as node crashes or dropped network links in an orderly and predictable manner.
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Coordination dictates how distributed applications interact with one another logically. Common
models include client-server, peer-to-peer, and cooperative groups [2].

. Three basic strategies have been developed to address the problems of distributed interprogram
communication and control — network programming, remote procedure calls, and messaging systems.
This paper focuses on NetWorks!™, a novel messaging system that is based on advanced object-oriented
software technologies. NetWorks! provides a network computing solution that is generic, modular,
highly reusable, and uniform across different hardware and software platforms. This last attribute is
important because many distributed computing tools are restricted to homogeneous environments, such as
PCs or workstations. NetWorks! conceals the complexities of networking across incompatible operating
systems and platform specific network interfaces, enabling application developers that lack systems
programming expertise to build complex distributed systems.

The next three sections of this paper review and compare network programming, remote procedure calls,
and conventional messaging systems. The fourth and fifth sections describe the NetWorks! system and
illustrate its use through distributed applications in the domains of process control and office
automation. The sixth section discusses extensions to NetWorks! that are currently being
commercialized, which highlight the benefits of its innovative object-oriented approach.

NETWORK PROGRAMMING

Networked computers exchange data based on a common set of hardware and software interface
standards, called protocols [3]. Examples include Ethernet, TCP/1P, LU6.2, and DECNet. The low level
physical protocols consist of devices resident in computers connected together with a cable (e.g.,
Ethernet interface cards and thinnet cable). Programs called device drivers enable a computer's
applications and operating system to communicate with its physical interface to the network. Higher
level software protocols dictate how remote systems interact during the various phases of data
exchange. For example, the receiving computer may need to acknowledge receipt of data to the sender.
Both systems must agree on the convention (i.e., datum) used to signal acknowledgments.

Software network protocols have an advertised application programming interface (API), which takes
the form of a library of function calls. Network programming consists of using protocol AP1 libraries to
define interactions between remote applications. Specifically, developers must insert API calls into
programs to: initiate network connections between source and target programs across their respective
host computers; send and receive the required data; and terminate connections. For example, developers
might use network programming to connect diverse tools for computer-aided engineering. This would
enable users to extract a design model from a database on one computer, apply a simulation program to
the model on a second, analyze the results, and revise the design with another tool on a third node.

Network programming is complex and highly detailed: every phase of an interaction must be handled
explicitly (e.g., managing network connections, the sequence of data exchanges that constitutes a
complete "session,” translating across the data and command interfaces of different applications).
Network programming is particularly difficult across heterogeneous computers, requiring specialized
expertise with incompatible protocols and operating systems. Typically, the code required to tie
programs together is highly application-specific, which limits opportunities for reuse. Moreover,
network programming code is generally tightly coupled to application-specific behaviors, impeding
maintainability and extensibility of both the applications and their distributed computing interfaces.

REMOTE PROCEDURE CALLS
Remote Procedure Calls (RPCs) represent a second generation of tools for distributed computing [4]. RPCs

are commonly used to implement client-server models for distributed interactions. One program, called a
client, requests a service, which is supported by some other application, called a server. Upon receiving a
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client request, the server responds by providing the requested service. Common examples of client-server
computing based on RPCs include database, network file, and network directory services.

RPCs extend the familiar function call mechanism used on single computers to work over the network. In
the single processor case, a program invokes a subroutine and blocks until the subroutine returns results and
control. RPCs distribute this model by using special programs called "stubs" to link applications that
reside on different computers. An RPC from an application is automatically directed to the relevant
(local) client stub program. The client stub dispatches the call to the corresponding (remote) server stub,
which invokes the target application. The latter eventually completes its processing and transfers results
and control back to the server stub. This stub relays the results back to the client stub, which returns them
to the original calling application, as depicted in Figure 1.

Client Host Server Host
Client Program Server Program
Arl el ¢ f Results Arguments 1 4 Results
arguments
Client RPC Server RPC
Stub Program Stub Program
Request * T Reply Network Request ? * Reply

Figure 1. Client-Server Interaction using Remote Procedure Call Model

RPC tools generally include an API call library, a specification language, and a stub compiler.
Developers insert the necessary RPC API calls into the source and target application programs. They
then use the specification language to define the desired aspects of the interaction between the remote
applications, such as packing and unpacking call parameter values and results, and managing network
connections for transporting request and response data. Developers then compile their specifications to
generate the RPC stub programs.

RPC tools represent a major improvement over programming with network protocols. First, application
developers are already familiar with traditional, nondistributed procedure call models. Second,
distributed behaviors are largely isolated within RPC stub programs, fostering modularity and main-
tainability. Third, stub compilers automatically generate code for interfacing with low-level network
protocols. This greatly reduces the amount of programming required to define interactions between
remote applications as well as the amount of systems level expertise required to design a distributed
system. Fourth, RPCs specify program interfaces in terms of named operations with type signatures for
call parameters. This means that RPC calls can be debugged for argument typing errors at compile time.
Finally, RPC implementations are widely available and are often bundled into operating systems (e.g.,
Unix V4.2 BSD, the Open Software Foundation's Distributed Computing Environment).

RPC tools also have important limitations. First, RPCs are not fully compatible across disparate
operating systems, network protocols, and tool vendors, although standards are emerging. Second, any
distributed behaviors that cannot be expressed via the RPC specification language must be imple-
mented using network programming. Intermingling custom code with the stub programs generated by the
specification compiler complicates maintainability and extensibility. Third, the specifications for
RPC stub programs are not readily reusable across applications. Fourth, every RPC-based service must
be initialized explicitly and must always be executing, which wastes processing resources. Finally, the
simple function call mechanism underlying RPCs is difficult to extend from client-server architectures
to more advanced interaction models. In particular, standard RPCs are blocking or synchronous: such
behavior is incfficient as it precludes calling programs from performing other tasks pending return of
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results. RPCs are also inherently pairwise and unidirectional, making them unsuitable for distributed
control models such as peer-to-peer, extended conversations, and cooperative groups.2

MESSAGE-PASSING MODELS

Message-passing models provide more flexibility for constructing distributed interactions than function
call semantics. In particular, the act of passing a message need not commit the sending program to block
pending replies. For example, a Request-Only model sends a single message from a source to a target
process. It is used primarily for efficient, "side-effect” interactions, such as distributing information
from data feeds. Similarly asynchronous (i.e., non-blocking) Request-Reply models support concurrent
computing, in which programs dispatch service requests and immediately proceed with other activities
pending the return of replies. The added reply message can be used to return either results of remote
computations or acknowledgments that requested actions such as database updates have been
completed. RPCs correspond to the synchronous Request-Reply model. Other messaging models include
broadcasting (one-to-all), multicasting (one-to-many), and cooperative groups, which encompass
specialized control protocols such as voting or negotiation. Note that the flexibility afforded by
asynchronous models incurs distributed control overheads for tracking pending messages and responses.

Messaging systems come in two basic varieties, pipes and object-oriented. A pipe establishes a stream or
channel between two applications [5]. Typically, pipe tools supply an API library for initiating pipe
connections, writing to them, checking status, and rcading from them. For example, data may be sent
down a pipe from a source process and received at a sink process. All of the network level programming
required to create pipes and transport messages through them is built into the pipes tool, and concealed
from developers through the high level API. Pipes tools generally use the asynchronous Request-Only
model, which is useful for efficient point-to-point transfer of bulk data.

Queue-based messaging represents a variation on pipes that establish connections between computers
rather than specific programs. Such tools typically consist of two components, an API library and a
queue management system. A client-server application would be implemented as follows {(cf. Figure 2.
First, the client program executes a Send API call, which posts a request message to the target server
onto the local outbound queue. The local queue manager dispatches the message to the target node,
where the remote queue manager posts it to an inbound queue. The server program uses a Receive API
call to retrieve the request from the inbound queue, and then performs the required processing. It then
uses a Send call, which posts the response to the outgoing queue. The remote queue manager sends this
reply message back to the inbound queue on the client node, where the client program can retrieve it.
Recently, directories have been incorporated into some messaging systems, which identify the nodes
where registered services are located. This design feature enables client programs to issue service
requests transparently, without having to know in advance or specify the server's whereabouts.

Message-based tools are much simpler to use than RPCs in that they dispense with stub specifications,
compilers, and custom network programming. The messaging API calls completely conceal interfaces to
network protocols, which fosters uniformity and portability of messaging tools across heterogeneous
systems. However, conventional messaging systems fail to partition code for distributed computing in a
manner analogous to RPC stubs. The logic for packing and unpacking message contents and for polling the
pipe or qucue to check message status is coded into the application program proximate to messaging API
calls. Morcover, models for distributed interaction that are not directly supported (e.g., cooperative
groups, multicasting, reliable transaction protocols) must be implemented using the available API
library functions. A substantial amount of distributed computing code may need to be inserted into
applications to realize the requisite logic, data management, and interprogram coordination. Although
developers could apply structured design techniques, a more elegant strategy is to promote modularity

2A few RPC tools have been extended to try to address these objections (c.g., with callbacks or futures);
however, such modifications violate the basic semantics of procedure calls.
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within the framework of the distributed computing tool itself. Ideally, the tool would also foster
reusability of distributed functionality, another feature that is lacking in conventional messaging tools.

Client Host Server Host
Client Program Server Program
¢ Receive Receive * Send
Message _ _ Message Message
In . Queue Management o In
and Transport Services 1 quewe
f Reply Network Request f Reply

Figure 2. Client-Server Interaction using a Queue-Based Messaging Model

NETWORKS — OBJECT-ORIENTED MESSAGING

Like conventional messaging systems, NetWorks! defines a uniform high level communications
interface between distributed programs running on heterogeneous platforms. In particular, a NetWorks!
Messaging Facility (NMF) resides on all nodes of the network. The NMF provides queues, queue
management, and message transport facilities. The NetWorks! architecture differs from conventional
messaging systems in two primary respects. First, it introduces objects called Agents. Agents provide the
locus for: (a) the control logic for passing and retricving messages; (b) packing and unpacking applica-
tion data for messages; and (c) distributed coordination. Intrusions into applications are thereby
limited to high-level API calls, such as telling Agents to initiate messages for distributed interactions.
Thus, instead of manipulating the NMF message queues directly, applications interact with Agents. In
this respect, Agents play a role analogous to RPC stub programs. A basic NetWorks! model for a client-
server interaction is depicted in Figure 3. More detailed examples are presented in the next section.

Second, the NMF incorporates a scheduler, which automatically manages incoming messages.
Basically, the scheduler identifies the target Agent from each message and initiates the execution of
that Agent for the given message. In essence, the scheduler delivers incoming messages to the relevant
Agents, which then interact with their associated applications by injecting appropriate data or

commands. This architecture greatly simplifies the control of asynchronous interactions.3 The NMF
scheduler is basically nondeterministic, although the messaging API enables developers to specify
values for a priority attribute to control precedence ordering of messages explicitly.

NetWorks! provides a development environment for defining Agent objects and for exercising and
debugging their behavior interactively. An Agent consists of: (a) conventional program code, such as C or
C++, (b) calls to the Agent API library for interacting with the NMF; and (c) calls to the native API of
the Agent's associated application(s). Agents can be created on one platform and generated and installed
(i.e., compiled and linked) remotely, across heterogeneous computers, for true distributed development.
Developers then connect applications to Agents using a high-level messaging API, which is uniform
across different programming languages. Agents process API calls from applications to prepare messages,
which are posted to the NMF for transport. Agents also receive incoming messages and inject them
directly into their associated applications, simplifying control for asynchronous interactions.

SFor flexibility, the NetWorks! messaging APl supports function calls to retrieve messages from Agents
in situations where polling behavior is desired.
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Figure 3. Client-Server Interaction using NetWorks! Object-Oriented Messaging Model

NETWORKS! APPLICATION EXAMPLES
Process Control

NetWorks! Agents support an object-oriented approach to remote interprogram connectivity. Objects are
data structures that contain state information and behavior, which consists of operations for accessing
and manipulating state information [6]. These operations, called methods, are invoked by sending
messages to particular objects. This message-passing model maps directly into distributed interactions
among application elements viewed as objects. Objects can be reused by creating new subclasses, which
physically reuse or inherit behaviors from their parent classes. Moreover, inherited behaviors can be
customized (i.e., overridden) selectively, through a process known as specialization. Object models
encapsulate internal state and behavior by restricting any access other than through the message-based
interface. This form of information-hiding or modularity enables system elements to be developed and
tested independently, for later integration.

Consider a simple distributed system that uses NetWorks! Agents to support polling of remote sensors
by an application that performs fault detection, isolation, and recovery functions (FDIR). FDIR
functions are critical for automating operations support for mission control centers, manufacturing, or
other complex network systems. The FDIR program initiates the polling sequence (cf. Figure 4) by
issuing the NetWorks! application API call: i

(Tell :agent FDIR-1 "poll measurement-Z")

The message contents in this case consists of the polling command for measurement-Z. The :agent
keyword indicates that this message is to be delivered to the Agent FDIR-1, which is assumed by
default to be co-resident with Program-A. The NetWorks! Tell API function is asynchronous, enabling
the FDIR program to move on immediately to poll other sensors or perform FDIR reasoning. Agent
FDIR-1 may also support other messages from the FDIR program (e.g. for querying remote databases).
The synchronous Tell-and-Block API function is provided to support blocking control models as well.

NetWorks! Agent objects contain two methods that control the processing of messages, called in-filters
and out-filters. An in-filter parses incoming messages and then (a) invokes the Agent's associated

application and/or (b) relays the message, which it may modify, to another Agent. Developers use the
NetWorks! Pass API call to send messages from within an Agent in-filter method to another Agent.

(Pass :agent s-monitor :host host-2 "poll measurement-Z")
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In this case, the Pass API function relays the polling request from Agent FDIR-1 to the Agent s-monitor,
which is located on the remote platform host-2. The Pass function posts the message to the local NMF,
which transports it to the NMF on host-2. This NMF executes Agent s-monitor's in-filter method,
which parses the polling command message and interacts with the controller program for sensor-Z to
collect the relevant measurement. Upon completing this process, the in-filter uses a Set-Contents API
command to store the acquired data value in the host-2 NMF queue and terminates. The host-2 NMF
then invokes the out-filter method for Agent s-monitor. Out-filters enable developers to postprocess
results from in-filters. For example, a timestamp could be appended to the measurement value. The two
NetWorks! NMFs automatically transport the final response message across the network to Agent
FDIR-1, which injects it into the FDIR program using the latter's native APL

FDIR Agent Agent Sensor-Z
Program FDIR-1 S-Monitor Controller
:In-Filter :In-Filter

@ <poll, measurement-Z>

- @ Pass — e @_—_'-r_gcl data

:Out-filter B — value
@ <timestamp, value-measurement-Z> -Out-filter
—=— 0 3
Host-1 Host-2

Figure 4. NetWorks! Agent-Based Message passing Model

NetWorks! Connect — DDE Over the Network

Connect is a commercial end-user software product that Symbiotics constructed using the NetWorks!
development tool. Connect is a distributed application that extends Dynamic Data Exchange (DDE)
over the network. DDE is a protocol within Microsoft's PC Windows operating environment that links
data across two applications running on the same computer. These links are established using standard
Windows application menu operations such as Copy (to the Clipboard) and Paste Link (from the
Clipboard). The Paste Link operation links the copied data dynamically, so that updates made to the
original source information (e.g., cells in a spreadsheet), are automatically propagated to update the
linked information in some other application (e.g., a table in a word processing document).

NetWorks! Connect extends these operations to link data across DDE-compliant applications that run
on different PCs across a network. Connect relies on NetWorks! Agent that copy remote Clipboards and
handle DDE messages on each platform. The only departure from the single platform linking process is
that users interact with a NetWorks! Windows-style menu to select a remote computer and retricve the
contents of its Clipboard. The DDE Agents transparcntly maintain the link produced by the Paste Link
operation over the network. Connect also provides utility Agents for sending and receiving files across
the network, and for exchanging ad hoc memos (e.g., for on line conferencing). In addition, "power" users
can embed NetWorks! API calls into custom macros, Visual Basic programs, or programs in other
languages that support DDE API calls. Lastly, because NetWorks! runs on heterogeneous platforms,
such Connect applications can exchange data with programs on non-Windows platforms.

EXTENSIONS TO NETWORKS! — THE AGENT LIBRARY

An important advantage of NetWorks! over conventional distributed computing tools is that it
promotes reusability through object-oriented inheritance of Agent behaviors. To exploit this advantage
fully, Symbiotics is developing a library of Agent classes that establish predefined models for
integration (Gateways) and distributed control (Managers). This library will facilitate a highly
intuitive building block approach to designing and implementing distributed systems: developers can
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simply select suitable library Agents and specialize them to satisfy application specific requirermnents.
The Agent library will be commercialized next year as a layered NetWorks! product.

Gateway Agents

The Gateway Agent class defines a uniform peer-to-peer interaction model for integrating
heterogeneous programs. Peer-to-peer simply means that any application Agent can act as a client or as
a server with respect to any other. This control model, which is implemented via in-filter and out-
filter methods, invokes a set of auxiliary Agent methods in a data-driven manner to process:

° API calls from the Gateway's application to initiate service requests (client behavior).
. incoming request messages from other application Gateway Agents (server behavior).
e responses to prior outgoing service requests from the Gateway (client behavior).

These messages all conform to a standard format, which enables the Gateway control model to
determine which type of behavior is required.

An application is integrated into a distributed system by creating a new Gateway subclass and
specializing two sets of Agent methods. One set, called translator methods, maps information across
incompatible data and command interfaces for independent applications. NetWorks! incorporates a
Data Management Subsystem (DMS), which supports a uniform "neutral exchange" format for all
Gateway messages. DMS defines an object-based model for representing both primitive data types (e.g.,
character, integer, float) and composite types (e.g., database records, frames, arrays, files). A high-
level API enables developers to create new composite types, and to create, pack, and unpack instances of
these primitive and composite types. (Note: RPCs often offer similar tools, such as XDR [7].) A
Gateway Agent'’s translator methods use the DMS API along with the application’s API to map
between the neutral exchange and native formats. The second set of Gateway methods defines the
program'’s desired client and server behaviors, using the translator methods as a high level API to
move data and commands into and out of the application non-intrusively. These methods typically
consist of program Case statements, whose individual clauses dictate specific client or server behaviors.
Gateways thercby separate communication from data management, and cleanly partition both kinds of
functionality from the behaviors required for an application to participate in a distributed interaction.

Gateway Agents promote reusability of code in two ways. First, every application Gateway subclass
inherits the uniform peer-to-peer control model from the root Gateway Agent class. Gateways thereby
conceal and reuse common message passing and control behaviors for inter-Agent communication. Second,
applications are often implemented using a development tool, such as 4GLs, CASE products or Al shells.
In these situations, translator methods can be defined once, in the tool-specific Gateway subclass.
Subclasses of that Gateway then inherit both messaging and information mapping functionality,
leaving the developer to specify only the desired client and server behaviors for particular
applications. The uniformity and modularity afforded by Gateways promote maintainability and
extensibility, which are particularly important to support large, complex distributed systems that
evolve over extended lifecycles in the field.

Manager Agents

Gateway Agents integrate distributed applications, facilitating basic peer-to-peer interactions.
Manager Agents define reusable control models for coordinating more complex interactions. For example,
a Hierarchical Distributed Control (HDC) model decouples application Agents from direct connections
with one another [8]. Application Gateways send request messages to the HDC-Manager, which posts
them to a task agenda (cf. Figure 5). The HDC-Manager contains a directory that identifies the
application Gateway, its location, and its request interface for each service that is available in the
distributed system. Using this directory, the HDC-Manager processes its agenda asynchronously,
dispatching requests to the supporting Gateway for each pending task. Each such Gateway posts service
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results back to the HDC-Manager, which relays them directly back to the relevant requesting Gateway
Agents. Using this model, application Gateways need only know (a) how to interact with the HDC-
Manager, and (b) the services that are available through it — no prior knowledge is needed about the
identity, location or access interface of any other Agents. This design also promotes maintainability
and extensibility for complex distributed systems: the HDC-Manager directory creates a layer of
control abstraction that insulates application Gateways from modifications to each other and
additions of new application Gateways and services.

Bulletin-B
~ dispatch / dispatch\\
\_/ response request Network
post post
* ¢ @ request ¢ 1 response
‘ Gateway Agent

[ Application 1 I Application 2

Figure 5. Operational model for the HDC-Manager Agent

The HDC-Manager constitutes an intelligent router that "brokers” discrete client-server interactions.
However, tasks such as analyzing scientific data often require complex sequences of interactions to
transport and manipulate data across distributed compute servers (e.g., signal processing and visualiza-
tion tools). Defining such sequences across the relevant Agents can be difficult, particularly when those
Agents participate in multiple task sequences. The Process Planner Manager supports a process-oriented
distributed coordination model to solve this problem [9]. Interaction sequences are captured in process
scripts. The Process-Planner coordinates the execution of such scripts by dispatching individual script
elements as service requests to the HDC-Manager, acting as a driver to the HDC-Manager's router.
Scripts promote maintainability and extensibility by centralizing the specification of sequences of
distributed interactions. Moreover, the ability to combine Managers into hybrid control architectures
illustrates the power of the Agent library's building block approach to designing distributed systems. A
third Manager Agent, called a Server-Group, supports one-to-many client-server computing. This Agent
decomposes complex requests into simpler services that independent server Agents can process
concurrently. The Server-Group then collects and processes the results, assembling them into a single
response. This interaction model is useful for groupware and decision support systems (e.g., collecting
information dispersed across many databases and performing relational joins or analysis).

Symbiotics is working with NASA to refine and apply the NetWorks! Agent library to build several
complex distributed systems. For example, NASA has developed various expert systems that "retrofit"
the Launch Processing System for the Space Shuttle with automated FDIR capabilities. NetWorks!
Gateway and HDC-Manager Agents are being utilized to integrate and coordinate these independent
systemns to work together cooperatively (e.g., by sharing data and diagnostic reasoning). A second
NASA project is using Gateways to integrate tools for planning and scheduling ground operations for
Shuttle missions. HDC-Manager and Process-Planner Agents are being used for script-based control of
complex distributed decision support activities. Other contracts have investigated using library
Agents: to design a framework for developing and managing software projects across heterogeneous
computing platforms; to integrate tools for computer-aided design; and to develop group-based models
for exploiting redundant applications to enhance reliability and corroborate problem solutions.
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CONCLUSIONS

A central problem in developing distributed computing systems is enabling applications to interact
across the network. Solutions to this problem are now being called "middleware,” which encompasscs
all of the software between end-user applications and their networked host platforms. Other forms of
middleware, such as network programming, RPCs, and conventional messaging tools, have one or more
critical drawbacks, such as limited portability across heterogeneous platforms, intrusiveness, and
limited reusability. NetWorks! middleware exploits object-oriented technologies for an advanced
messaging solution that promotes modularity, maintainability, extensibility, and reusability. These
characteristics are critically important to minimize development costs and to support lifecycle
engincering of complex distributed systems.

NetWorks! provides non-intrusive peer-to-peer interaction models, which foster open, "plug and go"
distributed computing architectures. Every application represents a potential server resource to other
programs. The NetWorks! Agent library encourages an intuitive "building block™ approach to
developing distributed systems, in which complex distributed interactions are facilitated through
service directories and simple process scripts. Complex distributed coordination functions are inherited
from predefined Agent classes and customized to fit application requirements through high level APls.
NetWorks! Agents shield developers and end-users of distributed applications not only from network
protocols, but also from data management functionality and complex control logic for handling
messages. This technology thereby addresses the critical problems of accessing and coordinating data
and computing resources in complex distributed systems.
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THE DATABASE QUERY SUPPORT PROCESSOR (QSP)
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ABSTRACT

The number and diversity of databases available to users continues to increase dramatically. Currently, the
mrend is towards decentralized, client server architectures that (on the surface) are less expensive to acquire, operate and
maintain than information architectures based on centralized, monolithic mainframes.

The database query support processor (QSP) effort evaluates the performance of a network level,
heterogeneous database access capability. Air Force Material Command's Rome Laboratory has developed an
approach, based on ANSI standard X3.138 - 1988, "The Information Resource Dictionary System (IRDS)" to
seamless access to heterogeneous databases based on extensions to data dictionary technology.

To successfully query a decentralized information system users must know what data are available from
which source, or have the knowledge and system privileges necessary to find out. Privacy and security
considerations prohibit free and open access to every information system in every network. Even in completely open
systems, time required to locate relevant data (in systems of any appreciable size) would be better spent analyzing the
data, assuming the original question was not forgotten.

Extensions to data dictionary technology have the potential to more fully automate the search and retrieval
for relevant data in a decentralized environment. Substantial amounts of time and money could be saved by not
having to teach users what data resides in which systems and how to access each of those systems. Information
describing data and how to get it could be removed from the application and placed in a dedicated repository where it
belongs. The result: simplified applications that are less brittle and less expensive to build and maintain. Software
technology providing the required functionality is off the shelf. The key difficulty is in defining the metadata
required to support the process.

The database query support processor effort will provide quantitative data on the amount of effort required to
implement an extended data dictionary at the network level, add new systems, adapt to changing user needs, and
provide sound estimates on operations and maintenance costs and savings.
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THE DATABASE QUERY SUPPORT PROCESSOR (QSP)
INTRODUCTION

The Database Query Support Processor (QSP) is the culmination of research and development that began
with a particularly complex database conversion effort. In the early 1980's, Strategic Air Command (SAC) decided
to migrate their entire intelligence support database to a completely different environment. Originally, SAC/IN was
supported by a unique, home grown database management system developed specifically for SAC in the mid 1970's.
In terms of maintainability this was intolerably expensive. To decrease maintenance costs, it was decided to migrae
to a commercial product.

The database management system (DBMS) for the new system was the Cullinet DBMS. The Cullinet
DBMS (called the Integrated Data Management System or IDMS) was considered by many to be the best DBMS at

the time. IDMS was based on the network data modell, which was consistent with SAC's existing data architectare,

Although the network data model was common to both databases, the hardware platforms and DBMS
internals were completely different. The hardware platform in use was a Honeywell 6080; 4 CPU's, 1 MByte main
memory (36 bit), and 3.8 GBytes (36 bit) disk storage. The target architecture was an IBM 3081; 4 CPU's, 32
MBytes (32 bit) main memory, 8.8 GBytes (32 bit) disk storage.

The conversion process was intensely manual. Software tools to assist this process were not available and
had to be developed from scratch and on the fly. Change control procedures were lengthy and complicated. There
were four distinct partitions constituting the development system at HQ SAC; one for development, one for
integration, one for final testing, and a fourth for operational use. Physically moving the applications and data from
one partition to the next was tedious. Many test errors were traced to missing pieces of software or incorrect
versions of software modules being ported from one partition to the next.

Another requirement of the transition process was to provide simultaneous access to both systems. The
sheer magnitude of the transition, with its inherently high technical risk, made a "knife switch" cutover approach an
unacceptably high operational risk. The databases on both old and new systems had to be synchronized, and both
systems required cognizance of what portions of the "operational configuration” were on which system. The existing
user interface had to be maintained to the maximum extent possible. Users had to be insulated from the

idiosyncrasies of each individual systemz.
NETWORK RESIDENT TRANSITION SUPPORT

The transition could have been orders of magnitude more difficult but for a unique element of SAC's
architecture, the Micro-Programmable Controller (MPC). The MPC was an array of asynchronously operating
microprocessors that shared a common backplane bus3. Developed originally to normalize the physical interfaces
between quasi-intelligent workstations of various vendors and the Honeywell mainframe, the MPC evolved into a
sophisticated distributed computing environment that was well ahead of its time.

Software was developed within the MPC to support simultaneous system access, minimizing changes o
the user interface. Host resident software on the Honeywell system did not require modification and there was no
need to develop throw away code on the IBM system. Software implemented on the MPC was essentially an

1 Most aspects of data models are extremely well covered in [MAR77). Cullinet was absorbed by Computer
Associates in the late eighties.

2 Additional information on the transition effort is provided in [RADSS].

3 The MPC predated general acceptance of local area networks. It still provides some network services, buat
has mostly been supplanted by a local area network. The local area network consists of clusters of IEEE 802.3
LANS connected by an FDDI backbone. Additional details pertaining to the MPC may be found in [RADR6].
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extension of the network support functions already provided. Unfortunately, this software was essentially throw-
away since it would have no purpose once the transition phase was complete.

The difficulties encountered during the transition effort made it clear that automated tools were required for
future database transitions. It was also clear that simultaneous access to multiple databases would be a required
capability for future systems. The network itself was the logical provider of these capabilities. What exactly these
services should be and how the network should provide them was the primary question. Some sort of
dictionary/directory would be required that provided database access support services, but what was required beyond
that wasn't clear.
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DESIGN CONCEPTS FOR DATABASE UTILITIES

As aresult, a study effort entitled "Design Concepts for Database Utilities™ was initiated to betier define the
characteristics of network level database access utilities. An architecture for an "Integrated Data Network (IDN)” was
developed4. The architecture consisted of a three level hierarchy of six types of processors, four of which were
specific to the IDN (see figure 1.)

BACKUP D3Q
NETWORK D2Q
INTERFACE D1 D1*
USER DATA
Figure 1
Hierarchy of Processors

The user node corresponds to the processor at which the application or user requesting data resides. Data
nodes are the physical repositories of the requested data. User nodes and data nodes are considered outside the scope of
the IDN.

At the interface level of the IDN architecture are D1 nodes and D1* nodes. D1 type nodes interface user
nodes to the network, accept queries, perform first order validation of the queries, and assemble query responses. D1#
type nodes interface data nodes to the network, receive subqueries directed to specific data nodes, accept responses
from the data nodes, and compose aggregate responses for transmission to D1 nodes.

At the network level of the IDN architecture are the D2Q nodes. The D2Q nodes complete query validation,
dispatch subqueries, and control query execution. These nodes are core to the IDN architectural concept, providing
the actual dictionary, directory, and query support services required.

The D3Q node is at the backup level and serves to provide backup facilities for all other types of node,
except the user node. Additionally, contents of data nodes can be replicated on D3Q nodes. Replicating data (in the
long haul network environment) can improve performance by balancing communication load and supporting fault

4 See [RADS86.1] for more details. It is also important to realize that the context of this effort was a wide
area (if not global) information network. Performance and fault tolerance were critical design considerations.
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iolerant operations. Data node failures won't halt query activity. The resultant network architecture is depicted in

figure 2, below>.

(" USER NODE
D3Q
D1 D1* DATA NODE
| D2Q
QSEFZ NODE D2Q
D1 / DATA NODE
D1*
DATA NODE
Figure 2
IDN Architecture
5 The architecture was developed deliberately to maximize functional redundancy. The figure illustrates this

concept by showing multiple paths between each node. At least on of these redundant paths connects to a shadow
node, a node capable of acting as a hot backup for a similar node.
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DATABASE QUERY SUPPORT PROCESSOR

During the effort it was realized that the same technology applied to local area networks as well.
Implementation details would differ due to differing bandwidth, topological, and fault recovery characieristics of wide
area networks versus local area networks. Within the local area network environment, the functionality of the D1
node would be absorbed by the user's workstation, the functionality of the D1* node would be absorbed by the data
node, and the D3Q node would constitute the QSP. Since the D3Q provides all the functionality of the D2Q, with
the addition of replicated data from selected data nodes, the D2Q can be eliminated as a separate device (see figure 3,
Notional QSP Architecture).

USER NODE DATA NODE
D1 D1*
D3Q
QsP
: Figure 3
Notional QSP Architecture

For the proposed solution to be effective, it had to have the characteristics of an active, in-line data
dictionary at the network levelS. This meant that all activity against the databases in the network, including
application development, database modification and maintenance, and routine database access had to utilize services
provided by the utility. The methodology for operation of the IDN and subsequently the QSP, was based on the
emerging Information Resource Dictionary System (IRDS) standard’. In other words, the functionality of the D2Q
or D3Q nodes discussed above, was based on the IRDS standard.

THE INFORMATION RESOURCE DICTIONARY STANDARD
The motivation for the development of the IRDS standard, ANSI X3.138 - 1988, was the proliferation of

redundant and inconsistent data. The data dictionary system was seen as a key tool for the effective management of
information resources and reduction of inconsistent, redundant data. A number of incompatible, stand alone data

6 Detailed discussion of the philosophy behind data dictionaries and their characteristics is provided in
[ROS81]. ‘
7 There were two efforts initiated about the same time to develop standards in this area. The American

National Standards Committee for Information Systems (X3) began work on a standard for an "Information Resource
Dictionary System.” The National Institute of Standards and Technology (NIST, formerly the National Bureau of
Standards) effort focused on the development of a Federal Information Processing Standard for Data Dictionary
Systems. Both groups had identical goals and similar approaches [QED8S]. Both efforts were merged in 1983 and
the result was the IRDS [ANS88].
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dictionary systems were on the market, and each database management system had closed, intermal implementations
of data dictionaries (if they had any). It was perceived as necessary to develop a standard for data dictionary softwareS.

The IRDS standard describes a four level information architecture, level 2 and 3 of which constitute Federal
Information Processing Standard (FIPS) 156 (see figure 4, IRDS Architecture). Each level describes and controls the
lower level. The first level, Information Resources, is the data in your database. The standard does not apply at this
level, although it must accommodate it. The second level, the Information Resource Dictionary (IRD), is the data in
the data dictionary, which describe the data in the database. One likely extension of the IRDS approach is to extend
the control function from level 2 to level 1. As you might expect, the data dictionary is itself a database that
consists of data elements and relationships. Definitions of the data elements and relationships that constitute the data
dictionary must be managed. The third level of the IRDS Standard, the Information Resource Dictionary Schema,
consists of the definitions of the data elements and relationships contained by the data dictionary. The fourth layer is
called the Information Resource Dictionary Schema Description, and consists of data that describes the IRD Schema
(level 3).

IRDS
SCHEMA
DESCRIPTION

DESCRIBES AND CONTROLS

SCHEMA

DESCRIBES

INFORMATION
RESOURCES

Figure 4
IRDS Architecture

8 See [QED85]. The standards committee took the approach that the standard should specify the
characteristics of an interface to a data dictionary and the functionality that a data dictionary should provide. They
wisely avoided the mistake of trying to dictate how to implement the dictionary itself.
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Key to the concept of levels of description is the corollary that the higher the level, the simpler the model
required to describe it. What is left is a mechanism that anyone can use to retrieve data relevant to a specific query.
Services provided at each level take care of details such as how to determine what data is available, how to locate it,
how to request it, how to navigate the database to get it, and how to put it together into a usable product.

The results of the Design Concepts for Database Ultilities work were used by the performing contractor to
develop a commercial product in this area. They were successful in obtaining SBIR phase I and phase Il funding, and
did build a prototype9. Rome Laboratory became aware at this time that several organizations were working on
similar capabilities.

By 1990 it was apparent that the technology required to support network level database support utilities was
mature. The last set of questions requiring answers prior to operational implementation of the technology pertained
to performance and policy. More specifically, how much overhead would be introduced into operational sysiems to
achieve what degree of benefit (in terms of flexibility, operations and maintenance savings, etc.). Additionally,
simultaneous access to multiple databases adds a new dimension o security policies and procedures, which must be
fully understood before implementation.

QSP STATUS

In 1991, the Database Query Support Processor (QSP) cffort was initiated to answer these questions. The
effort presupposes the availability of network level database support systems with the following capabilities;

a. To retrieve data from multiple databases irregardless of data location, database architecture, or
database navigation constraints.
b. To support the definition, modification, administration, and maintenance of:
1) A network level schema describing the totality of information available from all databases
in the network.
?) Network level subschemas, which are logical subsets of the network level schema and
assigned to specific classes of operational users.
c. Provide tools to assist database administrators in defining specific database views for inclusion in
the network level schema.
d Manage and control the definitions of, intcr-relationships among, and definitions of inter-

relationships of: data elements, data structures, applications, products, user descriptions, and information
requirements.,

During 1992 and 1993, the QSP effort will focus on collecting quantitative data such as:

a. Volume, patterns, and types of network traffic generated by the QSP.

b. Volume, patterns, and types of network accesses to the QSP.

c. Elapsed time from issuance of a query at a workstation to its receipt by the QSP.

d Elapsed time from receipt of a query by the QSP to generation of all subqueries.

€. Elapsed time from subquery generation to subquery issuance by the QSP.

f. Elapsed time from issuance of a subquery to receipt by host resident QSP interface software.

g. Elapsed time from issuance of data rcquest by the host resident QSP interface software to that
software's receipt of the host's response.

h. Elapsed time from issuance of subquery response by the host resident QSP interface sofiware 1o
receipt of the response by the QSP.

i. Elapsed time from receipt of all subquery responses to the issuance of a query response by the
QSP. ‘

i Elapsed time from issuance of query response by the QSP to receipt of the response by the
workstation.
9 The Small Business Innovative Research (SBIR) program provides up to $50,000 for phase I efforts and

results in a specification for phase II implementation. Phase II provides up to $500,000 for implementation of the
idea. Phase III is usually contractor funded and results in a commercial product (with some limited Government
rights). See [RAD90] and [RAD90.1] for more information on the SBIR efforts.
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The effort will wrap up in 1993 with a comprchensive analysis of collected data in the context of an
operational environment. Implications to security policy and accreditation, hardware and software short comings, and
operations and maintenance costs will be assessed. Flexibility of the QSP approach will be assessed with respect to
the amount of work required to accommodate new databases, changes to old databases, and to initially implement the
(OSP in an operational network. This data will be used to build a specification for a production version of the QSP.

CONCLUSION

The benefit of the QSP is in the network level support scrvices made possible by the active, in-line
repository at the heart of the device. Knowing the relationships among data elements and applications across system
boundaries allows better control over change. The ripple effect induced by modifying data elements or applications
can be identified in advance and more effectively priced. Additionally, data elements may already exist somewhere in
the network that meet the needs of a proposed development, minimizing new development.

Additional benefits could result from adding systcm documentation to the information available in the
network. From the QSP's perspective, documentation can be trcated as just another database. Network level
information pertaining to relationships among documecntation, data clements, applications and other elements of the
information environment could be maintained in the QSP. This capability makes update of relevant system
documentation an integral part of application or database devclopment, rather than an afterthought.

Data element and application standardization arc also supportcd by the information contained in the QSP
repository. The information necessary is already available, all that would remain is to define the rules. Triggers or
other mechanisms provide the vehicles for implementation.

The QSP effort will provide hard data on which to basc future implementation decisions. Specifically,
which services to implement and to what extent to implement thosc scrvices in operational IDHS systems. Start up
costs and the operations and maintenance tail required will also be determined. In the long run, the QSP should
provide real benefits in terms of more flexible and robust information systems, with lower operations and
maintenance costs.
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ABSTRACT

This paper describes the design analysis and application of a laser based gage made specifically for
measuring parts on the machine tool to a high accuracy. The tri-beam gage uses three beams of light to measure
the local curvature of the part in a manner similar to a V-block gage. The properties of this design include:
calibration that is independent of the machine tool scales, non-contact damage free operation, low cost of the
gage, and the ability to measure parts in motion.

INTRODUCTION

Increasing tolerances in machining have driven the need for closer and closer control of the process.
To gain the greatest performance out of a machine tool, it is necessary to have the dimensional data available
for minute adjustments to be made to machine offsets. In the past, many of these dimensional checks have been
performed off-line, often some time after a part has been made. The time lag from part manufacture to
measurement has meant that a drift or needed adjustment would not be made until many parts had already been
manufactured at the previous settings. The most desirable place to make a measurement is right on the machine
tool. Any measurement on the machine tool must be made with minimal affect on the cycle time of the
machining least a cost be added on to the manufacturing cycle.

n-Machine Touch Pr

To facilitate on-machine gaging, many machine tool builders now supply a touch probe option. The
touch probe is used either as a tool (put in place of the tool when measurements are made), or is otherwise
attached to the machine. A measurement is typically made by first touching the touch-trigger probe to a
reference datum on the machine tool. The probe is then moved by the machine mechanism to the points on the
part to be measured.

The difficulties associated with making on-machine measurements with a touch probe are well known.
In tuming operations, the touch probe must measure the part along the radius of the part. To the extent that
the measurement axis defined by the probe deviates from a line along the part radius, there will be an error in
the measurement. That is, if the measurement line of the probe is off-set from the radius of the part, the probe
will actually measure along a cord of the part, rather than the full radius. Once the part is sensed, the size and
extend of the probe tip must be accounted for as an offset in the measurement. If the normal to the part is not
know, this offset correction can be difficult.

Making a probe measurement with the machine tool system also has the problem that the part

dimension is checked with the same mechanism which makes the part. If the scales on the machine tool are off,
then the measurement may be wrong, to the same degree, for both making and measuring the part. Therefore,
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using the machine tool to make the measurement of the part does not provide an independent check of the
machine accuracy.

A final difficulty with making measurements with an on-machine touch probe is the time involved. As
the machine itself is used in the measurement, the time spent making the measurement adds to the effective
machining time. Typically, the part must be stopped before making measurements. If multiple measures around
the part is desired (as is sometimes the case), the part must be rotated to the those positions to be measured
and held for the time it takes to approach the part with the touch probe to make the measurement. The touch
probe can not be moved into the part quickly, as it can easily be damaged in collision with the part. The
measurement speed of a touch probe type system is therefore typically limited to 1 to 2 points per second at best.

The problems described do not prevent the measurements from being made, but they do have three
primary effects:

the cycle time for the machine tool utilization is increased by the measurement time, which also limits
the measurements made,

the measurement is checked only against the machine tool itself, thereby not necessarily finding any
error in the machine tool positioning that may have machined a part wrong,

down time for the gage can be a problem because of damage of the touch-trigger probe.

These effects have been a limiting factor in supplying reliable, on machine gaging for offset corrections.

Off-Machine Gage Options

The alternative to on-machine gaging is to perform near machine gaging using such tools as machine
vision, mechanical calipers, or laser micrometers."”” Machine vision has been used to the accuracies desired
(about 2.5 micron) by means of optically based versions of coordinate measurement machines. In these systems,
a camera with a small field of view is moved across the field by a precision encoded stage system, which may
be a gantry very similar to a traditional coordinate measurement machine (CMM). An off line measure, by even
the faster optical CMM systems is still removed from the machine, and hence there is a temporal lag between
the part completion and the availability of the measurement data, as described before.

The laser micrometer field is one which has become well established for near machine gaging. Laser
micrometers offer the advantage of being a noncontact method, not prone to physical damage due to contact with
heavy duty machines as many mechanical caliper systems suffer. A laser micrometer obtains it’s measure by
scanning or just shadowing a beam of light around the part, to create a silhouette of the part diameter. In the
scanner based laser micrometers, the diameter is determined by the time it takes the beam to pass the object
(the time during the scan for which the laser beam is shadowed by the part).

Laser micrometer systems that use a simple shadow use a static sheet of collimated laser light which
is shadowed onto a linear detector array. The edge of the shadow of the part has a distinct shadow shape to
it cause by the diffraction of the laser light passing the part. The linear array can provide a sampling across the
shadow edge diffraction pattern which allows the edge location to be determined to much less than a pixel.
Typical accuracies for either type of laser micrometer are a part in 10,000 to a part in 20,000. Particularly with
the laser scanning systems, diameter measurement resolutions of better that 0.25 microns (10 millionths of an
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inch) can be made though the use of a large number of measurement samples (one hundred measurements can
be made in a second or less with these systems). A large degree of environmental stability is needed for
measurements of less than a micron to be meaningful.

The laser mike has the advantage over a single touch probe in that it necessarily measures the greatest
diameter of the part (as it is looking along parallel tangents on opposite sides of the part), and is noncontact,
thus avoiding damage. As a noncontact probe, the laser micrometer can make measurements very quickly (a
few hundred per second) as there is not danger of collision of the light beam with the part under test. In
addition, the laser micrometer does not rely on the machine tool accuracy, but rather makes an independent
measure of part diameters. Laser micrometers are currently established in industry for such applications a
measuring wire and extruded tubing in-process. The measurement for wire production applications is made with
the measured material in motion. Any multiple sampling of a moving product, of course, will produce an average
measurement along some length of the product, but that is quite acceptable in this type of application.

For the application of the laser micrometer to machine tool operation, there are some drawbacks.
Because the laser micrometer must surround the part (with instrumentation on both sides of the part), for an
accurate measure, it is typically not practical to consider putting such a device in the machine tool itself. The
long, open light path of the laser micrometer can also be a problem in dirty environments as air turbulence, heat,
or other airborne material can deviate the light beam (as a function of how far the light must travel) and produce
bad data. Maintaining the stability of the transmitter on one side to the receiver on the other side is an
important structural and environmental concern which must be dealt with in using a laser micrometer. In typical
applications where the laser micrometer can be rigidly mounted, the mechanical stability problems have been
well addressed by the commercial vendors of this equipment (air environment has remained a problem).
However, if the gage is to be moved, such as to measure a turned part in the chuck, these stability problems
could be very limiting.

Therefore, there remains a need for a more effective gage for on-machine gaging of parts. The desirable
features for such a gage for application of outer diameter turned part gaging would include:

high speed measurement capability,

accuracies of 2 to 5 microns,

only single side access required,

accuracy independent of machine scales,

high damage resistance for in-machine use,

limited sensitivity to heat and air contaminants of machine tool environment,

ability to measure moving parts (such as during spin down) to minimize time cost of the measurement.

The application we will be addressing is limited to outer diameter (OD) measurements.
TECHNICAL APPROACH

The tri-beam gage works on the same principle as the standard v-block gage. A v-block gage consists
of a physical v-block, in which the cylinder to measure is placed. The line contacts of the v-block with the
cylinder establishes two tangent points on the cylinder. A micrometer is mounted in the apex of the v. The
micrometer is advanced till it just contacts the cylinder (this can be difficult to insure). The reading from the
micrometer then permits a calculation of the cylinder curvature in that region, and hence a measure of the
cylinder diameter.
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Mechanical v-block gages are as well established as the caliper. V-block gages have the desired property
that the measure is not dependent on any outside positioning of the gage. Mechanical v-block gages have
typically be used on larger cylindrical objects where surrounding the part with a caliper or micrometer would
require and impractiably large gage that may be difficult to manage. Therefore, the v-block gage only requires
a small part of the surface of the cylinder to make the measure, and does not require surrounding the part (it
need access only a single side). Examples of where this type v-block gage has been used includes large gun
cylinders, trees, and optical components (where, of course, on a lens only part of the curve may exist).

The tri-beam gage is simply the optical equivalent of the v-block gage. As shown in Figure 1, in place
of the V-structure we use two beams of light, detected by linear array detectors. In place of the vertex mounted
micrometer we use a sheet of light and a detector array, similar to that used by commercial laser micrometers.

VERTEX ANGLE

v
Ve Y

j BEAM WIDTH

TANGENT POINT,

Figure 1. Diagram of the tri-beam gage concept.

For the purpose of establishing the two tangent points, the tri-beam gage simply shadows the light onto
the two side detectors. The measurement range of motion of the position of the cylinder edge need not be very
large, as the purpose of the two side detectors is simply to establish the two tangent points at the time we make
the center measurement which will be equivalent to the vertex micrometer. The third beam used to replace the
vertex mounted micrometer must have the accuracy, and range of geometric measurement to accommodate the
various diameters of interest for the particular gage.

There are a number of parameters which affect the performance of the tri-beam gage. The primary
parameters include gage geometry, and gage stability in use. The gage mechanical stability is driven by the
mounting of the three detectors and light sources with respect to each other. By mounting these components
rigidly in close proximity to each other, the effects of vibrations or thermal expansion of the unit can be
minimized. For example, mounting the components with a linear offset from each other of 5 centimeters on steel

173




would produce a drift of 0.5 microns (20 microinches) per degree C. However, mounting these components in
a symmetric configuration in a 30 degree cross configuration would reduce this drift to 0.2 microns for a
temperature differential across the S centimeters of a degree centigrade. Therefore, it becomes only necessary
to compensate for uneven heating by means of controlled radiative heating to maintain negligible mechanical drift
with temperature.

The other consideration relating to gage geometry is the actual angles between the beams of light used
to form the optical V-block. As the V configuration becomes shallower, a greater accuracy is needed in the
measurement at the vertex point to maintain the same accuracy on the diameter measurement, and the greater
the significance of any errors in the optical V measurements. For example, a standard array sensor could be
used to measure a radius range of 50 millimeters (diameter range of 100 millimeters or 4 inches) with an angle
of the V of 60 degrees. The detector in this case would need to measure to an accuracy of twice as good as the
desired radius measure (4 time the diameter). The same sensor could measure a radius change of 100
millimeters (diameter range of 200 millimeters or 8 inches) with a V angle of 120 degrees, but would need to
be 4 times more accurate than the desired radius measurement accuracy (8 times better than the diameter).
Therefore, to obtain 2.5 micron accuracy, the sensor would need to be accurate to about 0.3 microns. This
accuracy is within the limits of state-of-the-art detector systems.*'

As with any device of this type, the part needs to be clean to make a reliable measurement. If any chips
or other debris are present, they may be measured along with the part to produce an erroneous measurement,
This need for some degree of cleanliness is actually true for any diameter measurement (even a chip in a
mechanical V-block will lead to a wrong measurement). Cleaning of the part can easily be accomplished by
blowing off the surface. Such a provision can be built right into the gage head itself.

Coolants and other debris in the air is not of major concern with the tri-beam gage concept. As the
gage detects edges, rather than a light level to determine diameter, as long as there is some light getting through,
the measurement is possible to make, If there is noticeable debris present on the gage, this may contribute to
the measurement noise. A standard way of dealing with contaminants with this type of gage is to use a regular
air flow or "air curtain” to keep any contaminants moving, and therefore preventing any buildup.

The performance objective for this gage were based upon input from machine tool builders and users.
We found that large numbers of data point are not needed because the controllers can not use the extra data
anyway. Most on-machine measurements are made to provide just simple offsets from some known dimension.
The speed fo the tri-beam gage may provide additional data relating to ovality, and permit multiple sampling
locations in a short period of time. The performance objective derived are summarized as follows:

Table 1. PERFORMANCE OBJECTIVES

- Accuracy: 1-2 micron (0.00004 inches)

- Speed: 10 measures per second or better

- Environment: + 30 degrees C

- Part Sizes: 5 cm to 15 cm (2 to 6 inches)

- Calibration: internal

- Environmental: chips, coolant (between cuts)
- Price: under $10,000

The system we built uses the simplest configuration of optics and mechanics. Based upon a 60 degree

vertex angle, we were able to design the system to cover a range of diameters of 2 to 6 inches (5 to 15
centimeters). A diagram of this system is shown in Figure 2. The laser light is collimated and is shadowed
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directly onto the detectors. The interference pattern produced is shown in Figure 3. By matching to the well
defined pattern, the position of the edge can be found very precisely. This allows for a measurement resclution
of a few microns over a range of 4 inches of diameter. A picture of the sensor is shown in Figure 4. The
structure was made very solid to minimize the effects of vibrations, heating, and minimize the chance of damage
when operating on the tool carosel.

9.47° [240MM]

CAMERA 1
LASER 1

—

11.60° [293MM]

6.39° [162MM] CAMERA 2 BACK

/ LASER 3

AN

TEST PART

LASER 2

Figure 2. Diagram of 4 inch range tri-beam gage made by IT1.

APPLICATIONS AND CONCLUSIONS

The primay application for this gage is as a means to obtain immediate feedback to the machining
process. When measurements are taken after the fact, compensations may be made which over correct the offset
of the tool, leading to a continued swing plus and minus of the ideal. With information available while the part
is on the machine, potentially subsequent cuts can be adjusted to correct errors on that particular part.

In general, the primary application motives for this gage are as summarized below:
- Provide On-Machine Gaging for Immediate Feedback

- Compensate Subsequent Cuts
- Monitor Machine/Tool Condition
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- Obtain a Measure Independent of Machine Scales
- Find Centering Errors
- Monitor Machine Drifts

- Minimize Machine Time Interruption of Measurements

- Measure During Spin-down
- Provide High Measurement Speed

Figure 3.

Figure 4. Picture of the prototype tri-beam gage made for on-machine tests.

As with any new gage, the ultimate applications will depend on the performance and final operational parameters
of the gage system. With increasing abilities for machine controllers to use real-time data, on machine gaging

such as this is expected to become an important tool for producing quality parts in the future.
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ON MACHINE CAPACITANCE DIMENSIONAL AND
SURFACE PROFILE MEASUREMENT SYSTEM

Ralph Resnick
Extrude Hone Corporation
8075 Pennsylvania Avenue

Irwin, PA 15642

ABSTRACT

A program was awarded under the Air Force Machine Tool Sensor Improvements Program Research
and Development Announcement to develop and demonstrate the use of a Capacitance Sensor System
including Capacitive Non-Contact Analog Probe and a Capacitive Array Dimensional Measurement
System to check the dimensions of complex shapes and contours on a machine tool or in an automated
inspection cell. The manufacturing of complex shapes and contours and the subsequent verification of
those manufactured shapes is fundamental and widespread throughout industry. The critical profile of a
gear tooth; the overall shape of a graphite EDM electrode; the contour of a turbine blade in a jet engine;
and countless other components in varied applications possess complex shapes that require detailed and
complex inspection procedures. Current inspection methods for complex shapes and contours are
expensive, time-consuming, and labor intensive.

INTRODUCTION

An effort entitled “On-Machine Capacitance Dimensional and Surface Profile Measurement System”
funded by the U.S. Air Force Wright Patterson Laboratories PRDA Program and performed by the MetreX
Division of Extrude Hone Corporation seeks to address the needs of complex shape measurement and
improve upon the use of the present technologies for performing those measurements. Recent advances in
capacitance dimensional and surface roughness measurement provide a potential methodology for the
verification of complex shapes. By building a capacitance probe or array and then scanning the workpiece,
valuable information can be obtained about the surface under the sensor(s). This data can then be
assimilated, translated, and transferred to the machining process controller for setup or corrective action,
Since the cost per capacitance sensor is low and processing time is short, full form verification could be
done quickly and inexpensively. Careful design and integration would permit the new measurement
system to be installed in or near process.

The objective of this program is to develop and demonstrate a system to check and quantify
dimensional information about complex workpiece shapes in a process environment on an automated
machine tool. The proposer has established a partnership with Carrier Corporation of United
Technologies on this program to establish key requirements, to review approaches and programs, to
provide components, and to test results in a present process. Researchers at the University of Washington
are working on design and analyzing mathematical models of the system as well as performing the
environmental testing. The National Institute of Standards and Technology is providing the temperature,
stability and dynamic testing and defined interface standards based on recently implemented Dimensional
Measurement Ingpection Specifications (DMIS).

PURPOSE AND OBJECTIVE

Identification of the Problem

The verification and inspection of complex shapes is far-reaching and significant. An improper
profile on a gear can cause misalignment increasing gear noise and decreasing gear life. A cam with the
wrong contour can cause erratic engine performance. The aircraft engine industry has many important
complex shapes on important components and is highly representative of the requirements of industry in
general. Aircraft turbine engine components require that their geometric form be accurate and consistent.
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More efficient and predictable engine performance can be established if the engine components are
maintained within the design criteria. To guarantee the components will meet performance specifications
requires that the specific engine parts be gauged to the design criteria. For some simple components this
gauging task is straightforward and easily performed; however, on complex components with intricate
shapes and contours, specifically turbine blades and disks, Integrally Bladed Rotors (IBR’s), and
impellers, the gauging and design verification is detailed and complicated. Since the production of these
components is performed on complicated machines with complex parts programs or intricate processes,
the feedback of this test information is vital and timely for process and program control.

Present techniques for form measurement of complex aircraft engine components include Coordinate
Measurement Machines (CMM’s), Light Sectioning, SigmaFlex gauges, and even templates and feeler
gages. All of these techniques are complex and/or labor intensive. The procedures are performed off-
machine, at times even off-site, complicating the ability to transfer the valuable correction data to the
manufacturing cell. Fixturing, programming and setup requirements are extremely time consuming and
expensive. It has been estimated that the post-process dimensioning of a workpiece roughly accounts for
between 20 to 40 percent of the total time to complete a machining operation, depending upon the
complexity of the cut and the number of tools used in the manufacturing process.

Since these parts are often processed on highly sophisticated and accurate machine tools, subsequent
removal of a fixtured workpiece from the machine and transfer to a separate inspection device seems
redundant and unnecessary. A more efficient and straightforward approach would be to instrument the
machine tool performing the process with adequate probes and sensors that would easily interface, both in
hardware and software, to the machine and would thus utilize the inherent accuracy capabilities of the
machine tool to be the verification bed for the part. Potential errors inherent in the machine to inspection
device transfer (and possible repetition) such as fixturing orientation could be avoided. Obvious time
savings would be realized. In fact, in a recent study by Southwest Regional Institute for a project entitled
“High Productivity and Precision Machining Program” for the National Center for Manufacturing
Sciences (NCMS), the highest priority focus area with 81% of the surveyed in favor was In-Process
Dimensional Measurement. This survey was conducted among numerous NCMS members which include
a vast majority of the most noted domestic machine tool builders.?

The successful completion of the MetreX effort will help to strengthen the U.S. machine tool industry
and help to build more efficient, higher performance aircraft turbine engines at more affordable costs, and
help the entire U.S. manufacturing base by making possible the economic production of complex
shapes—fundamental elements in a wide range of components used for military, industrial, scientific and
medical purposes.

Research Objectives

The project is directed to the development and demonstration of a Capacitive Non-Contact Analog
Probe (CNAP) and a Capacitive Array Dimensional Measurement (CADM) system for inspecting
complex contours. This system incorporates technology developed by Extrude Hone’s MetreX Division,
and will provide a fast, low cost method of measuring complex shapes. In the case of the CADM, the
gauge will measure a large number of points over a surface array that is electrically scanned in
milliseconds, the time required being substantially less than existing methods. The technology is being
further developed to be used on the machine tool, on-site, and consideration is being given to the
requirements of measurement in various processing environments. Direct software interfacing technigues

1 Air Force Wright Aeronautical Laboratories, “AFW AL-TR-88-4177 Final Report for 1 October 1987 -
31 December 1988, Manufacturing Technology Program Assessment of New Sensor Technologies for the
U.S. Machine Tool Industry, Sept. 1988.

2 Mechanical Technology Inc., High Productivity and Precision Machining Program: Integration Plan,
NCMS-89-PE-4.1 (Ann Arbor: National Center for Manufacturing Sciences, 1990), p. 1-3.
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are being researched and if necessary, developed to provide logical and straightforward communication to
new or existing machine tools.

The project is validating the ability of the capacitance sensors to accurately and repeatedly measure
the complex shape of a workpiece. Mathematical modeling of the designed sensor(s) and probes is being
performed and analyzed. A demonstration lab unit and specifications for the equipment design with
interfacing protocol to as wide a range of machine tool controls as practical to perform the inspection
procedure on the machine tool are being established. In addition, the system’s ability to withstand the
rigors of a hostile machine tool environment are being tested. The research will culminate in the design,
fabrication and test of the entire system, the integration of the system with a machine tool process, the
optimization of the process and the demonstration of the total system capabilities.

Benefits

The opportunities to improve the performance of products and to permit innovative new designs for
products that are dependent on components with complex shapes are limited by the high costs of
producing the components and verifying their shapes. For example, involute gears are very sensitive to
gear misalignment. If the profile of the gear is manufactured incorrectly, the subsequent misalignment
will cause the shift of the bearing contact toward the edge of the gear tooth surfaces and transmission
errors that cause gear noise. Much time and expense is spent in the design and engineering, as well as the
manufacture of these gears simply to overcome the control variations of the gear producing process. An
innovation to improve the manufacturing of gears by providing timely verification and subsequent
correction of the process would provide a welcome technology edge to producers, end-users, as well as
U.S. manufacturers of gear machine tools.

The need to verify complex shapes and accordingly correct their manufacturing processes has been
recognized by the aircraft turbine engine industry. Numerous components in a jet engine including turbine
blades, impellers, and Integrally Bladed Rotors (IBR’s) possess complex contours and shapes and require
very detailed and complicated inspection procedures. An inspection system incorporating dimensional and
tolerance data measurement in a timely fashion as close to the manufacturing process as possible would
lead to reduced inspection time and costs, higher standards of accuracy, increased workpiece throughput,
and reduced machining labor costs.

Ag devices continually and increasingly employ complex shapes and near net-processed components
gain popularity, the need to verify these components’ complex shapes will grow accordingly. If the
proposed system of near-process verification of those shapes finds successful integration, the subsequent
growth of complex shapes and their manufacturing processes would be compounded. The expanded
design opportunities for new products with special capabilities will offer significant performance and
strategic benefits in a range of applications including turbine engine components, gears, and cutting tools.

RELATED WORK

Capacitance sensing technology has been used since the 1950’s for measuring the thickness of metal
strips and coatings, the expansion and fatigue of metals, and the size, depth and cylindricity of precision
bores and shafts. One of the important benefits of capacitance in these and other applications lies in its
ability 10 measure such parameters without actually contacting the workpiece surface. Other advantages
include a high frequency response, excellent linearity and resolution, and convenient portability. Typical
configurations of conventional capacitance dimensional measurement systems are singular or differential
in application. Extrude Hone’s MetreX Division has pioneered the effort to develop capacitance
technology for surface finish evaluations, and has recently developed basic capacitance sensor array
capabilities for shape, edges, proximity, and slip under a Phase II Department of Energy SBIR project.

The Division is currently working on a Phase II SBIR grant sponsored by NASA to demonstrate the
feasibility of integrating all of the tactile attributes into a single sensor array, to develop software to
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control sensor scanning schemes and to establish adaptive grasping control algorithms.

One phase of the current Air Force project is to build on the results of this program to integrate the
dimensional measurement capabilities of a capacitance array and probe to check the conformity of a
complex workpiece shape to a known reference shape on the machine tool.

The Division was granted a license to patents and know-how covering the use of fringe-field
capacitive technology developed at the University of Washington. The technology supplements the
Division’s existing techniques with surface profilometry and dimensional measurement capabilities. The
Division has been working to incorporate this technology for those applications which require more than
average surface roughness measurements. The advantages of current capacitance metrology including fast
response time and rugged sensors for in-process inspection are enhanced and strengthened by this
technology.

This technology was one of three selected for evaluation for the Automated Disk Slot Inspection
System (ADSIS), an Industrial Modemnization Incentives Program (IMIP) through Garrett Engine
Division of Allied Signal Aerospace Company. The objective of the program was to develop an automated
system of inspecting gas turbine engine disk slots using advanced inspection technologies to achieve
enhanced accuracy, repeatability, and flexibility coupled with faster data acquisition. Under this program,
a spherical capacitance prototype probe designed to interface to a Coordinate Measuring Machine was
delivered. This single sensor probe provides noncontact dimensional data on turbine disk slots in a
scanning mode without contacting the part. After initial evaluation by both Garrett and the National
Institute of Standards and Technology (NIST), the capacitance probe was selected as one of the prime
sensing technologies . The other technologies, conventional touch trigger and laser triangulation probes,
were deemed too slow and not capable of being configured small enough to reach into the limited access
areas required.

This Air Force effort is building on the results of these programs to establish the feasibility of
integrating the measurement capabilities of this Capacitance Non-Contact Analog Probe to measure
dimensions, features and surface characteristics in conjunction with an appropriate machine tool.
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ABSTRACT

The ultrasonic polishing process uses high-frequency (ultrasonic) vibrations of an abradable tool
which automatically conforms to the workpiece, and an abrasive slurry to finish surfaces and edges on
complex, highly detailed, close tolerance cavities in materials from beryllium copper to carbide.
Applications range from critical deburring of guidance system components to removing EDM recast
layers from aircraft engine components to polishing molds for forming carbide cutting tool inserts or
injection molding plastics. A variety of materials including tool steels, carbides and even ceramics can be
successfully processed. Since the abradable tool automatically conforms to the workpiece geometry, the
ultrasonic finishing method described offers a number of important benefits in finishing components with
complex geometries.

INTRODUCTION

The automatic finishing of edges and surfaces of complex detailed geometries on critical cavities
remains one of manufacturing’s most important challenges. Finishing of molds and die cavities accounts
for more than one hundred million dollars annually, primarily in hand finishing by the most skilled mold
makers.

Finishing edges and surfaces of critical components for such devices as medical implants or inertial
guidance gyro systems is equally time consuming. When these component geometries provide through-
flow areas, abrasive flow machining can often be used—but geometries with blind cavities are not
applicable or require difficult tooling. These components must be free from burrs or “smeared metal”
under 20 to 50 power magnification inspection.

Uniform removal of unwanted surface layers (such as thermal recast from EDM or laser machining,
lavers suspected of intergranular attack, “white layers,” or oxidation) selectively without masking and
without losing desired detail or tolerances is another problem for manufacturers, labored over with hand
work and sometimes resulting in scrap or compromised designs.

In the process of developing the ultrasonic machining process over the past several years for the
purpose of machining brittle materials such as glass and graphite, it was discovered that by using a tool
material that was easily abradable in ultrasonic machining—such as glass or graphite—the tool would
readily shape itself to the workpiece providing a near perfect “mirror-image” conjugal form and thereby
providing a uniform machining gap for ultrasonic machining. The result was that although the tool was
being “machined” much faster than the workpiece (in fact, because of this) the work performed on the
workpicce was uniform. Whether the objective was to polish, remove a surface layer, or deburr and lightly
radius the edges, the uniformity and gentleness of the work performed retained the detail and close
tolerances.
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THE PROCESS

The SoneX Ultrasonic Machining System offers automatic operation, not dependent on manual
polishing skills. The process uses high frequency (ultrasonic) vibrations of an abradable tool which
automatically conforms to the workpiece, and an abrasive slurry to finish surfaces and edges on complex,
highly detailed, close tolerance cavities in materials from beryllium copper to carbide (Figure 1).
Applications range from critical deburring of guidance system components to removing EDM recast
layers from aircraft engine components to polishing molds for forming carbide cutting tool inserts or
injection molding plastics.

Booster

Sonotrode

Graphite Tool

Tl

Figure 1 - Ultrasonic Polishing Schematic

t Abrasive Slu‘rry

——

Workpiece

(Caadida VAREEREEILS

The extent of polishing required is determined by the initial surface roughness of the workpiece and
the finish required after polishing. Typical surface improvements range from 5:1 to 10:1; finishes as low
as 4 pinch R, can be achieved. A variety of materials including tool steels, carbides and even ceramics
can be successfully processed. Since the tool 1s not preshaped, but rather conforms to the workpiece
configuration, indexing and registration of the tool and workpiece is not required. The part shown before
and after processing (Figures 2 and 3) is a 12.7 mm (1/2 in.) diameter coining die. Ultrasonic polishing
was used to remove the machining marks left by the CNC engraving operation. Cycle time is fast at under
ten minutes.
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Figure 2 Figure 3
Coining die shown before and after processing.

The photomicrographs in Figures 4 and 5 compare the original ram EDM finish of 30 pinch R, on a
carbide compacting with an arca on the same die which has been ultrasonically polished to a final finish
of 13 pinch Ry, removing only 0.005

igure 4
Photomicrographs at 3000X magnification show the surface improvement after ultrasonic polishing.

Since the abradable tool automatically conforms to the workpiece geometry, the ultrasonic finishing
method described offers a number of important benefits in finishing components with complex
geometries, including:

e  No specially preshaped tools are required; consequently, even low volume components are
applicable;

s No precision alignment of the polishing tool to the workpiece is required;
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e Work is uniform across the workpiece surface.

e  Surface improvement is 3:1 or more on machined, EDM’d and cast surfaces;
e Edges can be deburred and lightly radiused;

e  No special operator skills are required; and

e The system operates automatically without operator involvement.

To provide the background for the research performed under the PRDA project, EHC was funded
under a “Seed Grant” sponsored by the Ben Franklin Program of the Commonwealth of Pennsylvania o
examine the feasibility of ultrasonic polishing. The effort yielded general ultrasonic polishing parameters
which were examined more closely and optimized under this PRDA contract. The “Seed Grant” research
was comprised of three tasks to optimize machining parameters, to examine various polishing and tool
materials, and to evaluate the effects of ultrasonic polishing on various materials with different machined
surfaces. From the data collected during this study it was clear that ultrasonic polishing offers an effective
means of improving surface finish in any material of sufficient hardness. Significant results included:

e  The degree of improvement is largely dependent upon the beginning surface finish; an EDM’d
finish of 300 pinch (7.5 um) R, for example, can be ultrasonically polished to a 150 pinch (4 1
m) R, in a relatively short cycle time—about 10 minutes. A 15-pinch (0.4-um) R, ground finish,
on the other hand, can probably only be improved to about a 10-pinch (0.3-um) R, finish with
cycle times approaching 15 minutes or more.

¢ The best abrasives include silicon carbide for aluminum and tool steels that have not been
thermally machined, boron carbide for thermally machined tool steels and soft ceramics, and
diamond for tungsten carbide and hard ceramics. Abrasive mesh sizes from 320 to 600 mesh
yielded the best results with good machining speeds and acceptable surface finishes. Abrasive
particle concentrations of 35 percent by volume are optimal for polishing. Vibration amplitudes
range from 0.0004 in to 0.0015 in (0.01 to 0.038 mm) with the best frequencies achieved at the
20- to 20.5-kHz range.

¢  For most metals a static load of 4 to 8 pounds (1.8 to 3.6 kilograms) works best; while for
ceramics and other brittle materials, static loads of 2 to 4 pounds (1 to 1.8 kilograms) achieve the
best results. Good flushing is important to the success of the polishing process. The best casrier of
abrasives is water.

e  Simple shapes as well as complex three-dimensional shapes can be ultrasonically polished;
however, the ability to successfully polish vertical sidewalls was not clearly demonstrated. The
actual metal removal that occurs is typically less than 0.0005 in (0.013 mm).

e  The best horn material appears to be either nonhardened tool steel or aluminum based on cost,
machinability, bonding and acoustic property considerations. A cylindrical shape offers
consistent vibration amplitudes and is relatively easy to manufacture. The best bonding technigue
uses a two-part epoxy applied after the horn was heated.

e  QGraphite has proved to be the best tool material offering low cost, good availability and excellent
ultrasonic abradability. A wide range of materials can be polished by ultrasonic technigues. The
only limiting factor is that the material be sufficiently hard so that the abrasive particles do not
impinge into the surface. The hardness of the material will affect machining speed and surface
quality.
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PROCESS CAPABILITIES

A complete report describing all of the activities associated with a PRDA program to establish and
demonstrate prototype hardware and control software for automatic, close tolerance control of the
finishing operation for complex components can be requested from WL/MTPM, Wright-Patterson Air
Force Base, Ohio 45433-6533. The technical effort was conducted in one phase over a 24-month period.
Objectives of the program were to optimize machining parameters and validate the ability of ultrasonic
machining to provide reliable and reproducible finishing results. A prototype system was designed,
fabricated and assembled as part of this effort. In addition, all aspects of operation and control were tested,
the process was further optimized and the entire system demonstrated. A partnership with Kennametal
and Allied Signal Aerospace was established for this program. Highlights of the program are discussed.

Deburring

For examining deburring and edge finishing parameters primary considerations included abrasive
type (boron and silicon carbide), size (240 to 600 mesh) and concentration (20 to 40 percent). Samples
were machined out of A2 tool steel with a 0.25-in (6.35-mm) slot milled across the face of the workpiece.
Both silicon and boron carbide abrasives from 320 mesh to 600 mesh were used in tests to remove the
burr. Abrasive concentration was 40 percent by volume. (In ultrasonic machining of graphite and
ceramics, abrasive concentrations typically range from 12 to 25 percent.) Boron carbide performed about
50 percent faster than silicon carbide; the difference in particle size was negligible. After the full face of
the vibrating tool (graphite) was in contact with the workpiece (about 10 minutes), boron carbide removed
the burr in a 5-minute cycle; silicon carbide in a 12-minute cycle. The photograph presented in Figure 6
shows two of the deburring samples, one before and one after processing.

Figure 6 - Deburring Test Samples Before and After Processing

There are limitations to the burr size which can be effectively removed with ultrasonic polishing. The
minimum radius produced is dependent on the burr size as well as the abrasive grain size. With 320 mesh,
a 0.002- 10 0.003-in (0.05- to 0.076-mm) radius was produced. For deburring, the best results are achieved
with a flat piece of graphite rather than a preshaped tool.
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Recast Removal

Initial recast removal tests were designed to evaluate the effects of different abrasive sizes, types and
concentrations on EDM’d surfaces. Tests were performed in A2 tool steel and aluminum with silicon
carbide and boron carbide of varying abrasive sizes and concentrations. The results of these tests in A2 are
charted in Figures 7 and 8. Boron carbide produced finer finishes in A2 with a typical surface
improvement of 60 percent compared with 40 to 45 percent for silicon carbide. Boron carbide can
accomplish a greater degree of surface finish improvement per unit time, making it possible to process a
higher quantity of work. In addition, boron carbide wears at a lower rate, requiring less frequent
replacement. However, boron carbides costs about 10 times more than silicon carbide. In aluminum, 320-
mesh silicon carbide achieved a 70 to 75 percent improvement in surface finish, most of it occurring in
the first 5 minutes. Boron carbide would not be cost effective on aluminum.
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Figure 7 - EDM Recast Removal in A2 with Silicon Carbide
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Figure 8 - EDM Recast Removal in A2 with Boron Carbide

The differences in both cutting speed and final surface improvement between the 320- mesh abrasive
and the 500-mesh abrasive of boron carbide or the 600-mesh abrasive of silicon carbide are negligible.
Typically 320-mesh abrasive will achieve the greatest surface finish improvement in a cycle of up to 15
minutes-after this the surface finish improvement levels off. A 600- or 1000-mesh abrasive can achieve
slightly better surface finishes when cycle times are longer.
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Surface finish after EDM’ing ranged from 196 to 221pinch (5 to 5.6 um) R, in A2; 229 pinch (5.8 p
m) in aluminum. After polishing, finishes ranged from 88 pinch (2.2 um) with boron carbide to 118
inch (3 pm) with silicon carbide in A2 to 60 to 70 pinch (1.5 to 1.8 pum) in aluminum. Typical material

removal ranged from 0.0001 to 0.0003 in (0.003 to 0.008 mm) for silicon carbide to 0.0003 to 0.0005 in
(0.008 to 0.013 mm) for boron carbide.

A series of polishing tests was conducted on EDM’d A2 surfaces with an average incoming surface
finish of approximately 100 pinch (2.5 pm). Tests were limited to polishing with boron carbide abrasives
because earlier tests had shown boron carbide to be superior to silicon carbide for polishing EDM’d A2
surfaces. ‘

With 320 mesh boron carbide, considerable work was accomplished in the initial 5 minutes of
polishing. After a 5-minute cycle using a 40 percent concentration of 320 boron carbide, a 45 percent
surface finish improvement was achieved. As cycle times were increased, no noticeable surface finish
improvement resulted. Further testing showed that 320 boron carbide at 55 percent concentrations did not
perform as effectively; a 5-minute cycle yielded only a 28 percent improvement, 10 minutes resulted in a
40 percent improvement, and 15 minutes in a 45 percent improvement. These results are presented in
Figure 9. Optimum abrasive concentration for EDM recast removal was established at 45 to 55 percent.
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Figure 9 - EDM Recast Removal with Incoming Surface Finish
of approximately 100 pinch (2.5 wm)

As these charts indicate, tests conducted with 500-mesh boron carbide showed an optimum surface
improvement of 42 percent after a 15-minute polishing cycle with no appreciable difference in
concentrations of 45 percent and 65 percent. With finer abrasive particles, longer cycle times do yield
better surface finishes. Extended processing tests were conducted to establish whether longer cycle times
would continue to show improvements in the surface finish. With beginning EDM’d finishes ranging
from 104 10 112 pinch (2.6 to 2.8 um) Ry, a 30-minute cycle yields surface finish improvements of
approximately 25 percent over the initial 40 percent improvement achieved in 15 minutes. An additional
30 minutes of processing yielded only a marginal 5 percent improvement above that. While most of the
surface improvement is achieved in the first 15 minutes (40 to 45 percent), additional processing of up to
15 minutes will yield a total surface improvement of 65 to 70 percent.

188



Residual Stress Analysis

Components that are machined with high localized energy, especially those machined by thermal
processes, will commonly display stresses at the surface. These stresses are typically residual tensional
stresses caused by the rapid heating and then cooling of the surface of the material being machined. In
many applications, particularly for aerospace components, residual tensional stresses are not acceptable:
these stresses can lead to lower cycle fatigue life because they are characterized by microcracks that when
exposed to pressures or forces in use will propagate and cause cracking, which eventually could cause
failure of the component.

A series of tests was conducted to examine the impact of ultrasonic polishing on residual stresses.
Both heat treated and nonheat treated material were tested to determine what effect hardness had on
residual stress. Both types of material were EDM’d prior to ultrasonic polishing. Several samples were
then ultrasonically polished and a fewer number were left unpolished to establish the degree of stress prior
to ultrasonic polishing.

As a result of ultrasonic polishing, the tensional residual stresses were negated and, in fact, changed
to residual compressive stresses. This type of residual stress is advantageous to the strength and fatigue
cycle of the material. Normally such compressive stresses are created by shot peening, a highly
uncontrollable process. With ultrasonic polishing, residual compressive stresses can be accurately and
repeatedly imparted on the workpiece. Although the depth of residual compressive stress was not as great
with ultrasonic polishing as with shot peening, it is believed that this can be improved with lower
frequencies and/or higher power (amplitudes). A further advantage is that while the stress characteristics
are being enhanced, the surface finish of the component is being accurately improved. Lambda Research
Laboratories was contracted to analyze the results of the residual stress tests.

Examine Ability to Process Larger Workpieces

True ultrasonic machining occurs at a frequency of 20,000 Hz or higher when frequencies are not
audible by the human ear. Ultrasonic machining and polishing at 20,000 Hz are limited to driving a tool
that has a maximum surface area of 10 square inches (64.5 square cm). To operate large tools the
frequency must be lowered out of the ultrasonic range. A 10,000-Hz generator, transducer, booster and
tool were incorporated into the prototype ultrasonic polishing system to permit processing of areas up o
25 square inches (129 square cm).

Primary concerns with 10-kHz polishing include soundproofing and tool tip attachment. A 10-kHz
tool operating at 50 percent power can generate noise levels of 200 decibels-far above the OSHA
guidelines. In addition to ear protection a soundproof room was constructed for the 10-kHz testing. Since
wavelength at 10 kHz is twice that at 20 kHz, the cutting tool assembly is about twice as long as that of
the assembly for 20 kHz (»23.5 in compared to 13.5 in {597 mm compared to 343 mm}). This added
length and larger tool make it more difficult to achieve a good bond between the tool and tip. Attaching
tool tips for 20-kHz polishing is successful 80 to 90 percent of the time, while 10-kHz tool tips can be
attached properly only 30 to 40 percent of the time.

Sonic (10 kHz) polishing uses the same amplitude as ultrasonic (20 kHz) polishing, but since the
surface area is considerably larger in sonic polishing, more work can be accomplished in unit time.
Results from the testing performed in this program show that areas up to 25 square inches (129 square
cm) can be polished simultaneously. This area can be one large workpiece or a series of smaller
workpieces. Testing also indicates that the resultant surface finish is comparable to that of 20-kHz
polishing.

Although the feasibility of polishing largex; areas at 10 kHz has been demonstrated, further testing is
required to optimize polishing at this frequency. Future investigation should be aimed at the effects of 10-
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kHz sound on the human ear and how to minimize any possible hazards to the operator. Additionally, a
more reliable bonding mechanism needs to be established to facilitate 10-kHz processing.

Prototype Ultrasonic Polishing System

The prototype ultrasonic finishing equipment was designed in four subsystems including mechanical
components, drive and controller systems, ultrasonic hardware and slurry system. The basic design of the
superstructure of the machine is a four-post configuration for maintaining slide accuracies of 0.0001 in
(0.003 mm). The XY worktable is capable of holding workpieces up to 18 x 24 x 12 in (457 x 610 x 305
mm) and weighing up to 350 pounds (160 kilograms). All three axes (X, Y and Z) are driven by AC servo
motors with positioning capabilities of + 0.00025 in (0.006 mm) through the full travel envelope. The
Kurt Robocon II controller was chosen for integration due to its ability to accept analog voltage input
commands from a series of force transducers built irto the tooling head; the ability to use a PC allowing
customized screen generation and NC G-code programming; and the ability to control up to six axes in
synchronization.

The ultrasonic generator is capable of automatic resonance search and following allowing constant
scanning of the transducer/tool assembly to continuously adjust and optimize frequency. In addition, the
output power level can be adjusted from 0 to 1 kw to permit different amounts of stroke (or amplitude) to
be used. Finally, the generator can be operated in both 20 and 10 kHz frequencies for processing larger
workpieces.

The slurry system can deliver up to 10 gallons (38 liters) per minute to the machining area with a
tubing pump incorporated for low wear and easy maintenance. The holding tank is tapered to prevent
abrasive packing and a chiller is used to maintain slurry temperature.

Selected parameter data were incorporated into a menu-driven display with prepackaged programs for
aufomatic selection of machining parameters based on the depth of the area to be polished, beginning
surface finish and previous machining method. Performance requirements for the workpiece, tool,
machine and controller were specified.

Based on the design specifications and performance requirements, the control and machine tool were
built and integrated. The control system is comprised of an IBM compatible industrial PC, monitor and
keyboard; the Kurt Robocon II controller with a special analog input board; motion control amplifiers and
servos; a 16-position auxiliary input/output board; Heidenhain linear encoders with times five multiplier
boxes; a SLICE 10/20 kHz, I kw ultrasonic generator with special interface board; operator controls and
pendant workstation; and transformers for the various components. Special consideration was taken to
ensure easy accessibility for trouble-shooting and maintenance.

The die set, frame assembly and weldments were subcontracted to outside vendors. The XY table was
purchased from Setco and incorporated special features allowing accurate mounting to the machine body.
All cover and guard assemblies were fabricated at EHC and all assembly was also performed at EHC. As
with the control system, special consideration was given to accessibility and ease of maintenance. All
cover assemblies were manufactured from Alucobond panels that can easily be removed and replaced by a
single individual. Assembly of the machine tool required approximately 14 weeks after receipt of all
components and ran concurrently with the completion phase of the control system.

After completion of the control system and machine tool, integration of these subsystems as well as
the slurry system was begun. During integration, software control over input/output functions was
verified, push button control over input/output functions was tested and slurry system functions were
completed. Total time for the integration phase was approximately 10 to 12 weeks. The prototype system
is pictured in Figure 10.
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Figure 10 - Prototype Ultrasonic Polishing System

The parameters selected for testing of the completed prototype ultrasonic finishing machine included
mechanical accuracy, operating software and operator interface, control hardware and polishing
performance. The XY slide was found to position within + 0.0002 in per foot (0.005 mm per 305 mm),
tracked straight within + 0.0002 in (0.005 mm) and was repeatable within + 0.0001 in (0.003 mm). The
moveable platen positioned within + 0.0002 in (0.005 mm) of commanded position and repeated within
the same tolerance. Parallelism to the worktable surface was not acceptable at the testing phase, so
corrective action was implemented. The operating software was tested for the responsiveness of the servo
loop interaction with load cell feedback. At the time of testing it was determined that the servo loop was
not tight enough and corrective action was recommended and implemented. Control hardware wiring,
particularly voltage levels and grounding, was verified. Safety issues were examined and accepted.

Testing of polishing parameters revealed that the servo loop problem impacted the stability of
machining. It was decided that the corrective actions recommended for the servo loop would alleviaie the
problem of stability. Polishing speed was examined and rates as high as 0.030 in (0.762 mm) of verticai
travel per minute were realized. Polishing quality testing showed surface finish improvements as much as
7:1, exceeding the expected results. Parallelism of the moveable platen was determined to be unacceptable
due to poor timing between the two ballscrews. The timing was reset and parallelism was improved (o +
0.0002 in (0.005 mm) over the full platen surface. The servo loop/stability of machining problem was
found to be caused by the algorithm that controls this loop. A new algorithm was written to correct this
problem.

Process repeatability was examined based on improvement of surface finish and amount of stock
removal. Stock removal ranged from 0.0001 to 0.0005 in (0.003 to 0.013 mm), dependent on incoming
surface roughness. Stock can be removed accurately within 10 percent of the stock removed; stock can
also be removed to a desired depth within 20 percent and is repeatable from workpicce to workpiece
within 10 percent. Limitations observed are confined to vertical or near-vertical side walls where stock
removal was as much as 50 percent less than that of frontal surfaces.
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Surface finish improvements are the greatest when incoming surface roughness is high. In this case,
surface finish improvements as high as 10:1 were accomplished. On components with beginning surface
finishes in the range of 100 pinch (2.5 um) Ry, improvement averaged 5:1. Repeatability of surface finish
improvement measured + 10 percent.

Process parameters were optimized including slurry, feed/speeds, polishing tip material, machining
pressures and ultrasonic generator settings. Boron carbide is the best multi-purpose abrasive for ultrasonic
polishing. With a 600-mesh abrasive, surface finishes as low as 8 to 12 pinch (0.2 to 0.3 um) R, are
possible; finishes as low as 14 to 18 pinch (0.36 to 0.46 um) R, can be produced using 320-mesh
abrasives. Optimum abrasive concentration for most applications occurs between 18 and 22 percent by
weight. Polishing tips of graphite show the most promise because they rapidly conform to the workpiece
configuration and are of relatively low cost. Graphites with particles sizes of 0.00004 to 0.0001 in (0.001
10 0.003 mm) performed the best. The optimum static pressure ranges between 1 and 1.5 pounds per
square inch (0.5 and 0.7 kilograms per 6.452 square centimeters).

The prototype system has-been demonstrated at three international machine tool shows and has been
discussed in numerous technical presentations and articles. The first commercial installation has been
effected for polishing ram tips used in the compacting of tungsten carbide cutting inserts. In addition a
variety of contract ultrasonic finishing is being performed at EHC.

SUMMARY

The most labor intensive, uncontrollable area of production remaining in the manufacture of
precision parts involves the final finish machining operations, which frequently absorb more Iabor time
than machining. Proper finishing of edges and surfaces affects more than the appearance or feel of a
product; controlled, consistent edge and surface finishing can dramatically improve product performance
and life while reducing direct labor costs. These finishing operations have been identified as the single
greatest hurdle remaining in fully automating the production of precision components. By applying
yltrasonic machining techniques, a process has been established for automatable, repeatable, uniform
polishing with no chemical or electrical alterations in the surface. The process is applicable to a wide
range of materials, including ceramics, composites, new alloys and plastics, with a level of accuracy not
previously achievable. In addition, the process has the capability for integration with a tool changer for
automatic loading of the workpiece and tool for uninterrupted cycling and incorporation into a flexible
manufacturing cell, providing consistent, uniform and repeatable results and yielding improved
component performance in this final and critical phase of the complete manufacturing cycle.
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TWQO- AND THREE-DIMENSIONAL HIGH PERFORMANCE, PATTERNED OVERLAY
MULTI-CHIP MODULE TECHNOLOGY

Capt James Lyke
Wafer Scale Electronics Engineer
Phillips Laboratory (USAF)
3550 Aberdeen Ave SE
Kirtland AFB, NM 87117-5776

ABSTRACT

A two- and three-dimensional multi-chip module technology has been developed in response to the
continuum in demand for increased performance in electronic systems, as well as the desire to reduce the
size, weight, and power of space systems. Though developed to satisfy the needs of military programs,
such as the Strategic Defense Initiative Organization, the technology, referred to as High Density
Interconnect, can also be advantageously exploited for a wide variety of commercial applications,
ranging from computer workstations to instrumentation and microwave telecommunications, The
robustness of the technology, as well as its high performance, make this generality in application
possible. More encouraging is the possibility of this technology for achieving low cost through high
volume usage.

INTRODUCTION

Size, weight, power. To a space system, they represent cost and complication. Reducing them, at least
as far as the electronic subsystems are concerned, became the central focus of the Phillips Laboratory
(PL) Wafer Scale Integration (WSI) program, sponsored largely by the Strategic Defense Initiative
Organization (SDIO). At the same time, the Defense Advanced Research Preparedness Agency
(DARPA) recognized the tremendous potential of such a technology to improve the performance of
electronics systems, military and commercial. When DARPA and PL initiated programs in the mid-
1980's to explore these new possibilities, they participated in developing a new approach within an
emerging class of technologies called multi-chip modules (MCMs), which themselves are a part of 2
broader class of technologies known as wafer scale integration (WSI) technologies. The MCM
technology discussed in this paper, known as High Density Interconnect (HDI), developed by
complementary support from DARPA and PL with the General Electric company, is a novel technigue
for re-assembling bare integrated circuits in 2 manner that dramatically improves size, weight, and
performance [1]. Perhaps more novel is the potential of this technology to address an exceptionally large
class of applications: military and civilian, space and terrestrial, strategic and commercial.

BACKGROUND

Traditionally, an integrated circuit (IC) chip is placed in a single chip package (SCP) to protect it from
mechanical damage and to provide electrical access to its tiny electric terminals. The problem associated
with conventional electronics assembly methods based around the SCP is that they exact significant
penalties upon the size, weight, power, performance, and reliability of an electronics system.
Furthermore, the reliability of a system built in a manner is also non-optimal, due to extraneous materials
and structural interfaces, each representing an additional failure opportunity and thermal barrier.

Finally, SCPs limit the electrical design complexity that is projected for systems near and beyond the
year 2000. It is suggested that for these systems, many hundreds if not thousands of signals will emanate
from the terminals of individuals IC chips [2].

Phillips Laboratory, in the mid-1980's, launched the Wafer Scale Integration (WSI) program in search of
better packaging approaches. Here, a special emphasis was placed on technologies that were suitable for
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space strategic missions. Some of the missions envisioned for the SDIO were based on capabilities that
were prototyped with large brassboards. For these missions to be practical, the same functionality
demonstrated in the brassboards, sometimes one or more racks full of electronics, had to be compressed
into compartments that were measured in cubic centimeters rather than cubic feet.

MUCM approaches can be delineated into patterned-substrate and patterned overlay approaches (Figure 2).
In the patrerned-substrate approach (Figure 2a), the interconnections between components are formed a
priori, hke a micro-printed circuit board. In the patterned overiay approach (Figure 2b), the approach
used for the HDI process, the interconnections are not formed until all components are placed within the

substrate.
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Figure 1. Hybrid wafer scale integration/multi-chip module approaches. (a) Patterned substrate.
(b) Patterned overlay.

THE HIGH DENSITY INTERCONNECT (HDI) PROCESS

A simplified version of the sequence used to create HDI modules is depicted in Figure 2. Construction of
an HDI module starts with a blank piece of substrate material of suitable flatness and quality. The
substrate is processed first by forming wells or recesses into which the components are placed. Different
component thicknesses are accommodated by recesses of different depths, formed in such a way as to
yield an assembly that is essentially planar (within 0.0005 inches) after all components are placed.
Components are mounted into the substrate with computer-controlled component placement equipment
that uses the opposite corners of each component as alignment fiducials. Components are secured to the
substrate with a special thermoplastic, chosen for its thermal conduction, thermal coefficient of
expansion, and flow viscosity properties. Aluminum can be sputtered on areas of the substrate not already
covered by components to facilitate the longer direct current interconnections (such as power and ground)
and the terminals of the HDI modules.

Subsequent steps of the HDI processing sequence relate to the novelty of the formation of the so-called
patterned overlay. This sequence begins with the lamination of Kapton dielectric to the entire substrate.
Tiny opening holes or vias to the surface below the lamination are laser-formed and metallized to
complete electrical connection to the ICs below. The metal system consists of sputtered titanium and
copper, electroplated copper, and sputtered titanium. To pattern the metallization configuration, a
sprayed photoresist layer is laser-exposed as required with an adaptive lithography system. The adaptive
process 1s used to dynamically correct for the slight but inevitable errors that occur in component
placement. Eventually, 2 to 4 additional layers of this dielectric-metal system are formed onto the HDI
assembly, depending on the wiring capacity demands of a particular application [3].

Final packaging of HDI modules for military and space applications typically involves using a laser- or

cam-welded kovar flat package to hermetically encapsulate the HDI substrate. These packages interface
electrically to the HDI substrate through lead wires, which pass through insulating glass beads in the wall
of the package. Simple wirebonds between the HDI substrate and the leads facilitate the electrical
connections required. Other hermetic and non-hermetic packaging methods have been explored and
remain an active area of research. These include: (1) the integral package, which uses the substrate itself
as a final, hermetic package, eliminating all wire-bonds; (2) non-hermetic, direct attach techniques,
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which interface inverted HDI modules directly to a PWB using an appropriate interposer (€.g., cinch
connector, elastomeric, etc.); and (3) special high pin count package designs, extendible to three-
dimensional HDI modules [4].

PREPARING SUBSTRATES

% 7 Vo2, D777 b o7z )
A thin layer of aluminum is

The HD! process begins with a flat blank  Pockets are formed in the substrate deposited uniformly onto the

of a starting material, such as alumina using industrial computer-controlled substrate. The metal is then

(most commonly used), aluminum milling equipment (other high volume selectively patterned and etched to

nitride, silicon, glass, etc. This flatblank  production technigues can be form "backside metal” contacts for

becomes the substrate, which providesa  implemented). These pockets become  certain components and other
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HDI module. circuits and passive components

required for the functional HDI module.
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FINAL PACKAGING
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Figure 2. The two-dimensional HDI process.
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Process Repair and Component Pre-Test

The ability to repair any MCM process is important for two reasons: (1) the valuc of the collection of
components committed to an MCM is sometimes very significant, particularly for military applications;
and (2) component yields are often too low to produce a first-pass functional MCM. Repair of the HDI
process is routinely accomplished by removing the overlay, selectively removing and replacing bad
components, and rebuilding the overlay. Recent tests have demonstrated as many as eleven consecutive
repair cycles on individual HDT modules with no measurable differences in the physical or clectrical
performance characteristics of the components. Several "known good die" techniques can be employed
with the HDI process to mitigate the need for module repair.  One technique involves the burm-in on
partially completed HDI assemblies. Unlike patterned substrate approaches, HDI allows interim testing
to be performed after the metallization of each layer, if desired. A simpler technique for high volume
production involves the use of a dedicated electronic membrane, built from HDI itself and configured to
interface with all critical substrate components upon (temporary) contact to the substrate. Finally, a more
elegant technique that mimics the conventional IC burn-in approaches can be used, which involves the
use of a special adaption of the HDI process to actually create recoverable ICs. This temporary
interconnect process, forms single-layer temporary patterned overlays on individual ICs, which can be
removed after the IC is burned in. Each of these testing techniques represents an interim solution for a
problem that will ultimately be solved by the semiconductor vendor.

Three Dimensional HDI

Recent SDIO-sponsored research under the PL program has resulted in the development of a three-
dimensional extension of the HDI process. This "3D HDI" is unique among the various approaches that
have been proposed to achieve a three-dimensional packaging system in that it is based on direct
extensions of the two-dimensional HDI process. A simplified sequence for achieving 3D-HDI is shown
in Figure 3. 3D-HDI combines a collection of identically-sized two-dimensional HDI modules into a
very compact assembly through direct stacking. In this case, electrical contacts are formed in on the
edges of individual HDI modules to be combined into a three-dimensional assembly. After the stack of
HDI modules is laminated together, new HDI patterned overlays are created, which interconnect the
edges of individual layers together, like a miniature backplane. Depending on the module level wiring
capacity requirements, two or all four edges are utilized for patterned overlay interconnection. Several
demonstration three-dimensional HDI modules have been constructed, including interconnectivity
modules (Figure 4a), thermal profiling modules, and functional memory modules (Figure 4b-4d). Final
packaging can be accomplished using kovar packages similar to those previously described for 2D-HDI.

Figure 3. Three-dimensional HDI process.
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Figure 4. Three-dimensional HDI modules. (a) Interconnectivity Module. (b) Memory Module,
(¢) Edge view of memory module. (d) Memory module in final package.

Properties of HDI

This section addresses further the electrical and mechanical properties of the HDI process that make it
viabie for general application and discusses reliability and manufacturability issues.

Electrical Performance

Perhaps the greatest motivation for the development of MCM technologies is electrical performance. As
the performance of digital systems built with silicon ICs exceeds 100 MHz, high fidelity interconnections
structures are required. The interconnections of a PWB are reasonably high in performance, but their
physical span, resulting from the use of SCPs for a conventional system forces the designer to implement
transmission line design rules at a sufficiently high frequency. Although transmission line behavior is
well understood, the prospect of re-designing hundreds of digital signal lines to accommodate controlled
impedances is formidable. Converting such designs to MCM technologies such as HDI allows the sysiem
designer to create better systems while still employing the simpler, lumped circuit analysis and design
procedures. With HDI in particular, the quality of the interconnection system is very high. The thick
copper interconnections minimize series loss, and the relatively thick, low permittivity, planar intermetal
dielectrics provide a relatively low capacitance. In this respect, HDI interconnections are superior in
quality to the lossy interconnections that are characteristic of the integrated circuit itself.

As promising as HDI is for digital circuits operating in the lumped element regime, it is even a more

enabling solution for digital and analog circuits operating in the transmission line regime and even
beyond. Measurements recently performed by the Mayo Foundation indicate the capability of two-inch
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HDI substrates to support impressed digital signals well above one gigahertz [5]. One of the most
significant advantages in electrical performance for HDI is that the high quality interconnection struclure
terminates directly to the IC itself. The physically smooth transition of an HDI via is particularly
important at microwave frequencies, where low-inductance, high quality terminations are desired. As
such, HDI provides much higher quality transitions than those provided by wire bonds, tape automated
bonding, and even solder (as used in controlled collapse chip interconnection approaches). To better
understand these advantages, an effort was recently undertaken by GE to compare ordinary microwave
structures built in HDI to those built with more traditional technologies.

Mechanical Design

Patterned overlay processes offer several significant advantages. First, the thermal and electrical paths
are separated, providing a more efficient utilization of the available area. All contacts to the components
in the substrate are formed simultaneously during assembly, using high yield fabrication methods
developed originally for the construction of ICs. The patterned overlay design also supports maximal
component densities. In some cases, more than 90% of a substrate area is covered by components,
compared to the 6-20% in conventional packaging approaches. The interconnection capability of a
patterned overlay process is great compared to MCM approaches based upon wire bonds or tape
automated bonding, which are predominantly limited to connecting only the peripheral regions of
components. The ability to support to interconnection of contacts distributed throughout the surface of a
component is promising for future generations of ICs, which will require greater communication
bandwidths. The patterned overlay is more compact vertically, due to its planar construction. This
planarity allows very rugged and compact three-dimensional structures to be formed.

Reliability

The robustness of HDI has been graphically demonstrated in a series of tests by PL and GE to test the
performance of HDI in extreme thermal, mechanical, and nuclear environments. A summary of these
tests are presented in Table 1. Central to the design of the HDI process was the selection of appropriate
materials, since many failure mechanisms are related to the interactions that can occur at the interfaces of
dissimilar materials. The compatibility of these materials are often exercised by the batteries of tests
prescribed in military standards and specifications. For example, several thermal shocks between two
temperature extremes tests the differences in thermal expansions of the various materials used in the HDI
process. Underground nuclear tests demonstrate the ruggedness of a technology to withstand high
amounts of total ionizing dose and thermomechanical shock. On these and other bases, the HDI process
has been demonstrated quite spectacularly.

The research to further refine the understanding of HDI reliability continues. One effort, a joint venture
of reliability analysts within the Department of Defense and NASA, is exploring the value of the so-
called traditional military reliability tests to adequately exploit reliability problems in various MCM
technologies, including HDI. This "Reliability Technology” or "RelTech" effort is conducted through
theoretical modeling, test, and destructive and non-destructive analysis of groups of HDI test structures of
representative complexity. These structures are instrumented with reliability monitoring structures
{miniature test ICs developed by Sandia National Laboratories), as well as representative digital logic,
memory, analogy, and transmission line circuits. The findings from this effort may lead to future
refinement of the criteria used by NASA and the military to evaluate, qualify, and certify MCM
technologies for military applications and those commercial applications which rely on military
specifications for guidance in technology selection (e.g., heart pacemakers, etc.).

Manufacturability
For both engineering prototypes and high volume production, HDI has several significant

manufacturability features. For low-volume production, flexibility is important. In some MCM
approaches, significant non-recurring expenses (NRE) are required for the formation of many
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photolithographic masks and often the construction of specialized tape automated bonding (TAB) frames.
For low volume prototype fabrication, the HDI process, which is maskless and requires no TAB frames,
can be particularly cost effective. Engineering changes can and have been performed overnight, in
contrast to other approaches, such as cofired ceramics, which often require substantial turn-around times
for even minor patterning changes. At the high-volume end of the production spectrum, the impact of
NRE is, of course, amortized across a much larger number of units. While primarily a maskless process.
~ HDI can also employ mask-based processing, due to newer, high-accuracy automated die placement
equipment. With other production enhancements and the advaniage of the patierned overlay process.
which forms all interconnections to components as a by-product of fabrication (in contrast to patterned
substrate approaches), HDI can potentially realize one of the lowest per-unit costs of any MCM process
produced in volume.

Table 1. Representative test data on two-dimensional High Density Interconnect (HDI) substrates
(after [1]).

Category  Test Description
Mechanical Constant acceleration 7000G
Drop Shock 1,500 G, 0.5ms
Extreme mechanical 68,000 g linear
shock 178,000 g centrifugal
Thermal Thermal Cycle 1,000 Cycles -550 to
1250 C
Severe Acceleration 1,000 Cycles -200° to
1550 C
Radiation Thermomechanical Shock  Underground Nuclear
Test
Total Dose Tested above ground to

40 Megarads total dose

APPLICATIONS OF THE HDI TECHNOLOGY

Since the inception of the PL. WSI program, the interest in MCM technologies has become widespread,
both in the government and private sector. Clearly, an increased level of integration allows higher
performance systems to be constructed, some of which would be impossible to assemble with
conventional packaging approaches. The two key considerations for candidate applications are those that
would most dramatically benefit from: (1) a overall consistent reduction in interconnection path lengths
in a highly controlled manner and (2) a greatly improved wiring capacity. In other cases, 2D- and 3D-
HDI can facilitate the assembly of an existing system in a form compact enough to make it useful in ways
not previously conceived. Finally, in those applications where "more is better”, 2D- and 3D-HDI allow
systeimns of much greater capacity in an equivalent weight and volume. A sampling of those applications
that would most dramatically benefit from these traits are presented in.the following paragraphs.

Magnetic Recording System Replacements

Every space system, aircraft, and many ground systems require recording systems for data storage. For
space systems, an orbit's worth of data must be collected for relay to-a ground station located in one
position on the surface of the earth. Flight recorders are required in all military and commercial aircraft
to hold key information for crash investigations or routine reliability surveys. Finally, the use of data
recording systems for instrumentation is widespread in many systems. The traditional use of magnetic
recorders becomes less attractive, because of the limited reliability, data recording speed, and ease of
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access. For these reasons, solid state storage is being actively considered by the military and NASA.
HDI has already been demonstrated in several different memory module designs, fabricated for an
upcoming satellite experiment (Figure 5a). Additionally, ruggedized memory module of two different
designs have been fabricated for the Defense Nuclear Agency. HDI, particular the 3D-HDI, gives
semiconductor memory storage a much greater density, making the solid state storage alternative a
lucrative one.

Medical Imaging System Enhancement

A medical imaging system is only one example of a system where the ability to rapidly acquire and
process data is an important consideration. One of the key components of any data acquisition system is
the analog-to-digital convertor (ADC), which samples a continuously variable signal and provides it a
computer in a digital form. It is possible to construct fast, coarse ADCs or higher resolution but slower
ADCs with existing monolithic IC processes. While in principle it is possible to assemble fast ADCs
with high resolution from a group of low resolution ADCs, the variability in electrical path lengths create
electrical skew and differential resistance between channels render this approach impractical when using
conventional packaging methods. The first 8-bit video rate flash converters were not routinely used, for
example, until companies such as TRW were abie to build them monolithically. With HDI, however, the
construction of multi-component ADCs may now be practical, since electrical path lengths and electrical
contact terminations are directly and precisely controlled through layout. This feature, along with the
low permitiivity dielectrics used in the patterned overlay, create the electrical performance characteristics
needed to build composite, high-performance ADCs.

Mixed-sienal applications

More generally, the construction of superior mixed signal (analog plus digital) systems, such as dc-to-dc
power convertors are made possible through HDI. While excellent monolithic, mixed-signal IC
processes exist today, it is typically not possible to create both analog and digital devices of superior
quality and density within the same IC processes. HDI allows the mixture of a wide variety of device
technologies. In the same module, optimal digital (e.g., sub-micron CMOS), analog (e.g., high quality
bipolar), and microwave (e.g., GaAs) IC processing technologies can be present. The superior
interconnection design afforded by the patterned overlay interconnection system allows the construction
of functional blocks that have a performance superior to that in a monolithic or conventionally packaged
multi-component approach. The performance advantages of this capability can be considerable. For
example, GE, in their own internal research, have developed dc-dc power convertors that approach 100
W/in® density with an efficiency above 85%. Monolithic dc-dc power convertors do not presently
achieve this efficiency because of the slight compromises made in the mixed-signal monolithic IC
processes which accumulate to an overall lower efficiency at the system level.

Telecommunications and Microwave

The increasing emphasis on high-speed telecommunications is driving the performance of electronics.
One example of a high-speed telecommunications product is the radio-frequency (rf) modem, which
sends information normally transmitted through telephonic or direct-line media through radio
transmission.- Presently, rf modems are bulky and expensive, and will be prevalent only when they are
made compact and inexpensive. They represent one of many opportunities in the telecommunications
field where a high-performance MCM technology such as HDI can accelerate use through size, weight,
and even cost reduction. The extension of HDI to other applications in the microwave region is also
promising, due to its superior electrical performance.
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Computers

Faster computers can be constructed using HDI. In several early programs with DARPA, HDI was used
to construct a computer based on Texas Instruments TMS320C25 16 bit fixed point microprocessors.

The HDI version of a computer previously built on PWB was shown to achieve in some cases above 80
MHz performance, substantially higher than the 1C's rated performance of 40 MHz. Other experiments at
PL demonstrated a measurcd performance of up to 71 MHz from memory components rated as 40 MHz
components. More recent experiments with Lawrence Livermore National Laboratory on R300U buscd
computer cores (Figure 5b) built in HDI demonstrated at least a 70% performance improvement. In this
case, several of the 16 MHz units (54 components, including an R3000 central processor, R3010 floating
point unit, and 256 kilobytes external cache) were functionally operating up to the 27.5 MHz limit of the
testing configuration.
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Figure 5. Memory and computer HDI modules. (a) Space-qualified memory module.
(b} R3000/R3010 computer core, complete with 256 kilobytes of instruction and data cache.

Future supercomputers will require extraordinary interconnectivity for maximal data bandwidths. Even
though monolithic ICs could be constructed to support these high interconnectivity requirements, single
chip packages are pin limited, even as they hinder the electrical performance needed by a supercomputer.
HDI, particularly 3D-HDI, will allow system designers to re-think and re-define the previously accepted
limitations of performance with available packaging technologies. The construction of muiti-processor
nodes in an exceptionally small space is now possible. Since HDI can support wiring capacities that
would allow individual integrated circuits to support thousands of input/output interconnections,
multiple-instruction, multi-data stream (MIMD) star topologies for a limited number of 32/64 bit
processors operating at very high speeds can be explored. This feature combined with the circuit
compression factors provided by 3D-HDI make possible the definition of a new state-of-the-art in
computing. Since HDI, for example, allows individual ICs to be placed together within several
thousandths of an inch, interconnected with a high performance metal/dielectric system, larger
synchronous cache memories, additional co-processors, and associated input/output circuitry can be
tightly integrated with a net performance increase, as the new Intel "DX2" microprocessors do at the IC
level.

Integrated Sensor/Actuator Assemblies
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One trend in advanced packaging is to pack more of a given type of circuitry in the same volume (e.g.,
more memory). Another is to make a higher performance functional block (e.g.. a computing engine).
Still another is to integrate more of a system, even a complete system, into a module. Many applications
in robotics and automotive electronics could benefit from the ability to build a sensor and processor in the
same module. The abilities to place a computer in the arm or joint of a robot or inside the brakes of an
automobile allow greatly simplified central control concepts to be applicd: less complex communications
would be required, bulky wiring harnesses could be reduced or eliminated, and lighter and more rapidly
responding systems could be developed. A still more intriguing possibility is that an entire electronics
system, from sensor to actuator, could be constructed in a two- or three-dimensional HDI system. For
example, micro-miniature roving systems, equipped with infrared focal plane arrays or charge-coupled
device displays, could be constructed for the exploration of seascapes, the insides of tunnels and
mineshalfts, or perhaps for the exploration of the surface of another planet. These and other concepts,
some still perhaps in the realm of not-so-old science fiction, are achievable through dramatically
increased integration capability.

CONCLUSIONS

Through significant research and development activities sponsored by the government, a revolutionary
patterned overlay MCM technology has been developed. The HDI technology is as versatile as it is
robust, fully capable of meeting the demanding needs of military and commercial applications. It is
uniguely capable among MCM technologies in its ability to accommodate a wide variety of existing
component technologies, application regimes, operating environments, and ready extension to an even
denser three-dimensional form. It is being actively researched for many applications already and is
available presently in limited production quantities for evaluation, with large production availability
closely foliowing. The benefits of the two- and three-dimensional HDI technology, to reduce the size,
weight, and power of electronic systems, and perhaps more importantly, to dramatically improve their
performance, make it one of the most significant new technologies for advanced electronics packaging
since the original single chip package for the integrated circuit.
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ABSTRACT

Prediction of the capacity remaining in used high rate, high energy batteries is important
information to the user. Knowledge of capacity remaining in used batteries results in
their better utilization. This translates into improved readiness and cost savings due to
complete, efficient use. High rate batteries, due to their chemical nature, are highly
sensitive to misuse (i.e., Over discharge or very high rate discharge). Battery failure due
to misuse or manufacturing defects could be disastrous. Since high rate, high energy
batteries are expensive and energetic a reliable method of predicting both failures and
remaining energy has been actively sought. Due to concerns over safety the behavior of
lithium/sulphur dioxide cells at different temperatures and current drains has been
examined. The main thrust of this effort was to determine failure conditions for
incorporation in hazard anticipation circuitry. In addition, capacity prediction formulas
have been developed from test data. A process that performs continuous, real-time
hazard anticipation and capacity prediction has been developed. ! The introduction of
this process into microchip technology will enable the production of reliable, safe and
efficient high energy batteries.

INTRODUCTION

Each year millions of dollars are spent on lithium batteries for use in portable electronics
equipment. Because of their superior rate capability and service life over a wide variety
of conditions, lithium batteries are the power source of choice for many equipment
applications. There is no convenient method of determining the available capacity
remaining in partially used lithium batteries; hence, users do not take full advantage of all
the available battery energy. In order to maintain readiness, users currently replace
batteries on a conservative schedule. This practice results in the waste of millions of
dollars in battery energy every year. In addition to the inability to determine the
remaining capacity, high rate batteries are highly sensitive to misuse. To preclude this,
safety devices are currently included in battery packs. Generally batteries contain three
safety components: electrical fuses, thermal fuses and diodes. The electrical fuse protects
the cells from sourcing too much current, the thermal fuse protects the battery pack from
excessive heat and the diode shields primary cells from being charged. Charging primary
cells can have catastrophic results. These devices are passive and provide maximum
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protection for all discharge scenarios, limiting the capabilities of the battery by imposing
worst case protection for all discharge conditions.

It is a well documented and accepted that the available capacity in a lithium battery is a
function of the conditions that the battery has been subjected. Capacity remaining is a
complex function of current drain, temperature and time. Therefore a reliable method of
predicting remaining capacity has been actively sought. 2-7 External devices are available
for most battery systems. However these devices are, in many cases, not portable and
imprecise. Therefore a continuous internal means of determining remaining capacity is
desirable. Lithium/sulphur dioxide cell behavior at different temperatures and current
drains have been examined. This examination has resulted in the establishment of
discharge efficiency formulas. 2 Utilization of these formulas has given rise to a capacity
prediction algorithm. In addition the safety aspects of electrochemical systems are a
priority. 8-10 The concern over safety has lead to the incorporation of safety devices into
batteries.  To achieve the full power potential of high energy batteries the development
of active safety devices has been examined. Batteries are less tolerant to misuse the
deeper they are discharged. Knowledge obtained through safety testing incorporated into
microelectronics technology allowed the development of active safety devices. These
devices designed to anticipate and detect hazardous conditions allow for increased power
loads to be placed on the battery without the fear of failure.

EXPERIMENTAL

Lithium/sulphur dioxide cells, produced under government contract, were discharged at
various temperatures and discharge rates. Cell discharge included typical as well as
abusive conditions. Tests were temperature controlled using a Blue M, Model 1004-3B
environmental chamber. Discharge rates were controlled using an internally fabricated
constant current electronic load. This electronic load was designed to be a constant
current load without forced discharge or external power supply aid. Test conditions were
continually monitored and controlled with an ACROSYSTEMS Acro-400 data
acquisition and control unit in conjunction with a personal computer. Acquisition and
control software was internally generated. Temperature, discharge rate and cell voltage
were continually recorded for analyses. ‘

Typical discharge rates ranged from 0.02 mAmp/cm? to 10 mAmp/cm?. This normalized
discharge rate allowed for different cell sizes to be compared. The tests were conducted
in temperatures between -40°C and 70°C. Cells were subjected to constant current
discharge, pulse discharge and intermittent discharge. During pulse and intermittent
discharge, conditions were varied as well as kept constant. Cell discharge capacity was
determined at a two volt per cell cut off. The lithium/sulphur dioxide electrochemical
system has an open circuit voltage of three volts. Cell discharge efficiency, determined
by the ratio of delivered capacity to theoretical capacity, is graphically represented in
Figure 1. 2 This set of curves can be described by a surface represented by Equation 1.
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Figure 1. Graphic representation of relationship between discharge efficiency,
temperature and constant current discharge rate for lithium/sulphur dioxide cells.
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Equation 1. Polynomial fit of the surface relating discharge efficiency (F£d) to discharge
current (7) and temperature (7).

Charging, forced over discharge and high current discharge are examples of abusive
discharge conditions. These conditions generally lead to cell failure and were performed
during the safety analysis. 10 Typical cell failure involves the opening of the cell's vent.
In addition partially discharged cells were interrogated using DC pulse measurement and
AC impedance spectroscopy using an impedance spectroscopy measurement system. The
impedance spectroscopy measurement system included a Hewlett Packard HP9336
computer, a Schlumberger 1286 Electrochemical Interface and a Schlumberger 1250
Frequency Response Analyzer. 3 The effects of discharge rate, depth of discharge and
temperature on cells were observed through the response to this stimulation. Data
obtained during all tests were used to develop a capacity prediction algorithm as well as
hazard anticipation circuitry.
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DESIGN

The remaining capacity of batteries is often determined by a simple technique that
monitors the coulombic drain (Amperes-seconds) from the battery. This information tells
the user the capacity removed from the battery. When this information is subtracted from
nominal capacity, remaining capacity can be determined. This technique is valid when
discharge conditions remain constant. Variation in battery efficiency due to discharge
conditions can result in large errors. Since discharge conditions of a battery are
continually changing, it is desirable to utilize battery discharge efficiency on a continual
basis. Designed capacity prediction circuitry calculates effective capacity removed from a
battery based on discharge efficiency on a continual basis. In order to calculate effective
capacity removed discharge rate, temperature and time must be determined. 2

The voltage drop across a resistor is used as a current sensor. Unfortunately, there is
valuable power wasted in the resistor when this approach is used. Another approach to
monitor the battery's current drain is to use one of the components already incorporated
in the battery. Using the diode as the sensor is not recommended because connecting
anything across the diode would prevent the diode from performing its protective
function. The voltage drop across a fuse is a function of the current passing through it
and its ambient temperature. However variation in the fuse can cause calculation errors.
Therefore a resistor with a value as low as possible is used.

The voltage across the resistor will be relatively small and must be amplified in order to
bring it up to levels that can be processed. In addition the voltage drop will fluctuate,
due to varying discharge loads. Therefore to maintain accuracy it is extremely important
to continuously monitor the voltage across the resistor and store this information. One
method of capturing this voltage is to use an integrator that would sum up the voltage
over time. This summation represents an average current therefore the integration time
should be minimal. The integrator can be of either analog or digital design; however, an
analog integrator is far simpler to implement. An inexpensive method of integrating a
voltage i1s to use a pair of PNP transistors and configure them as a conventional
differential amplifier. A constant current source is needed to prevent changes in cell
voltage from effecting the data being collected. Besides amplifying the resistor's voltage,
the differential amplifier converts the voltage to a current. This current is used to charge
a capacitor. The voltage developed across the capacitor represents capacity removed
and 1s sensed by a comparator. The comparator and processor converts the analog
voltage to digital data. 4

The capacitor and resistor used in the circuit are tuned such that a threshold voltage
represents one coulomb capacity removed. The capacitor is discharged by a switch
controlled by the processor whenever the threshold voltage is achieved. This cycle is
repeated each time one coulomb capacity is removed from the battery. An internal clock
is used to record time for each cycle. Temperature data is acquired similarly, however
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amplification is not necessary. A current source whose output is a function of
temperature is commercially available and inexpensive. 4

The processor calculates current by calculating the ratio of one coulomb and the time
required to perform the integration cycle. With current and temperature information the
efficiency of the reaction can be calculated.  Adjusted capacity removed (one
coulomb/efficiency of reaction) is subtracted from the pervious capacity remaining, this
value represents the current capacity available. For processors with limited computing
power a look up table can be utilized without adding significant error. 1.4

A control feature added to the processor enables hazard anticipation to be performed.
This control requires the addition of voltage sensors across each cell and control
elements within the battery. Example control elements include: micro controlled current
suppressers and electronic fuses. A routine utilizing capacity remaining, temperature,
discharge current and cell voltage is used to control the use of the battery. Examples of
typical control include:

1) Allowable discharge current reduced as available discharge capacity
decreases.

2) Load disconnected from battery when internal temperature reaches a
preset level, allowing the battery to cool off.

3) Load permanently disconnected from load when the voltage of one cell
in the battery drops below a preset level.

A simple version of battery control uses passive safety devices and an active safety
device that permanently disconnects the battery from any load when hazardous
conditions are detected.

Incorporated in the design is the ability to output to the user the information gathered
and stored by the processor. A light emitting diode readout positioned on the battery will
display to the user the remaining capacity in the battery. In order to conserve battery
energy this readout is activated by a switch located on the battery surface. In addition a
continual digital readout using the battery connector will output data to equipment. This
output will allow for a real-time indication of the abilities of the batteries without
removing the battery from the equipment. This output requires the equipment to have
the ability to read and decipher the signals being outputted from the battery. !

Battery data output is achieved using a NMOS FET open drain with the source
grounded. The serial data output has one start bit followed by eight data bits. The most
significant bit of the data will be first and the data will represent a two character
hexadecimal word. This hexadecimal word is used as a code that represents battery
condition. Table 1 contains a listing of data codes and their meanings. In the output
logical "0" is represented by high voltage and logical "1" is represented by low voltage.
The data output will be provided every second at a bit transfer rate, in the order of, 800
bits per second. 1
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HEX CODE INDICATION

00 00 percent capacity remaining in battery
01 01 percent capacity remaining in battery
0A 10 percent capacity remaining in battery
64 100 percent capacity remaining in battery
70 User activated shutdown

71 Battery group 1 cell 1 failure

72 Battery group 1 cell 2 failure

TA Battery group 2 cell 5 failure

7B Battery group 1 fuse activation

7C Battery group 2 fuse activation

Table 1. Partial listing of output codes for a ten cell battery pack configured in two five
cell strings.

Processor controlled circuitry that incorporates hazard anticipation, remaining capacity
indication and data output has been designed. This circuit contains hardware and
software for determining remaining capacity and control. The hardware is controlled by
software, this makes the design suitable for different electrochemical systems and battery
configurations.

RESULTS AND DISCUSSION

Breadboard circuits were fabricated to test the validity, accuracy and operation of the
design. The breadboard allowed for quick software changes to accommodate different
cell configurations. The breadboards incorporated both hazard anticipation and passive
safety devices. Operation tests were performed using 'D' size and '1/3 C' size
lithium/sulphur dioxide cells. Cell configuration included: Two five cell strings
discharged in parallel and one, five and ten cell strings discharged in series. During
discharge temperature, voltage and current were monitored independent of the circuitry.
Discharge conditions for the validity checks were the same as described in the
experimental section of this paper. Discharges were halted at random depth of discharge.

To evaluate the operation of the hazard anticipation, single cell and multi-cell batteries
were stressed with known failure modes. Tests were considered successful when the
circuit disconnected the battery and no cells within the battery vented. Evaluation of the
capacity prediction algorithm was performed by recording the predicted remaining
capacity of partially discharged batteries. The batteries were then discharge at a rate of 5

210



mAmps/cm?2 at 25°C. The capacity delivered was then compared to the capacity of a
fresh battery at this discharge condition. The fresh battery capacity was determined by a
twenty battery average. The results of this comparison is shown in Figure 2. Figure 2
shows a prediction error of £5% with a median value slightly skewed to the negative. A
negative error denotes a low capacity remaining prediction. 2
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Figure 2. Distribution of error in capacity remaining prediction.

Data output capability was performed using a developmental radio. Tests showed that
the data supplied from the battery was able to be read and interpreted by the radio. The
radio was then capable of displaying this information to the user. These results combined
with the low capacity remaining prediction error and successful hazard anticipation
results shows that the incorporation of hazard anticipation and capacity prediction
provides the means for more efficient utilization of battery energy by the user.
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ABSTRACT

New rechargeable battery technology is described and compared with classical primary battery back-up of
SRAM PC cards. Thin solid polymer electrolyte cells with the thickness of TSOP memory components (1 mm nominal,
1.1 mm max.) and capacities of 14 mAl/cm* can replace coin cells. SRAM PC cards with permanently installed
rechargeable cells and optional electrochromic low battery voltage indicators will free the periodic PC card user from
having to "feed” their PC cards with coin cells and will allow a quick visual check of stored cards for their battery
voltage status.

INTRODUCTION

The advantages of CMOS SRAM’s fast access time, access time equal to cycle time, equal duration read/write
cycles and low voltage write capability are tempered by SRAM’s requirement of a small data retention current when
disconnected from the host computer’s power. For this reason PC cards with SRAM require a battery back-up in order
to retain their memory when disconnected from system power. The PCMCIA standard specifies a batiery location at
the end of the PC card opposite the connector (Figure 1) and PC card manufacturers use a coin type battery in a removable
battery holder (Figure 2) in this location. The PCMCIA standard section 4.12 also makes provision for the PC card to
compare the battery voltage with two reference voltages and provide status signals (BVD1 - BVD2 = ) when the
battery needs to be replaced.

PRIMARY COIN CELLS

The low profile of the 2025 coin cell makes it the cell of choice for memory cards. The 20 represents its diameter
in millimeters and the 25 represents its thickness in tenths of a millimeter. The voltage and capacity of this cell varies
depending upon the chemistry used in the cell. Two types of three volt coin cells are commercially available: the
CR2025 uses lithium - manganese dioxide chemistry and has a capacity of 140 mAh, while the BR2025 uses lithium
- polycarbon monofluoride chemistry and has 120 mAh of capacity. '

Battery capacity can be translated into PC card memory life if both the SRAM’s data retention supply current
(ICCDR) and average storage temperature are specified. Figure 3 is a plot of the battery capacity as a function of
average storage temperature for 1 Mbyte of SRAM (eight NEC uPD431000A). The two sloping lines indicate the
capagcity for one month and two years of data retention. As indicated on this plot a CR2025 battery will provide 2
years/MByte of data retention at 25°C and only 1 month/MByte at 80°C. This steep temperature dependence puts the
responsibility for memory retention upon the user, as they must keep their cards cool and periodically insert them in a
computer to check on battery status.

RECHARGEABLE TLOP CELLS

Recent advances in thin solid polymer electrolytes have made it possible to provide rechargeable cells in the
same thickness as SRAM in thin small-outline packages (TSOP). The TSOP SRAM have a height above the circuit
board of only 1.0 mm nominal and 1.1 mm maximum. Since the rechargeable cells are in thin large-outline packages
(2 to 30 cm®), we call them TLOP cells, an example of which is shown in Figure 4. The capacity of these TLOP
rechargeables depends upon both their surface area and chemistry. Figure 5 is a plot of battery capacity per square
centimeter versus cell thickness for several commercially available coin and rectangular primary cells as compared
with a solid polymer electrolyte rechargeable TLOP cell.

Comparing the two 1 mm thick cells in Figure 5 shows that the rechargeable LIMO TLOP cell has capacity per
square centimeter equal to commercially available primary coin and rectangular cells of comparable thickness.
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Figure 4. Rechargeable TLOP Cells for PC cards.
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The LIMO TLOP cell has a theoretical capacity of 14 mAh/cm? and can deliver 90% of this capacity at greater
than 2 volts over a wide temperature range with loads equal to thirty two TSOP SRAMs. Recharge of the LIMO cell
takes place from 3.2 to 3.7 volts and these cells have been charged and discharged more than 100 times with retention
of greater than 50% of their initial capacity. Figure 6 is an overlapping series of charge/discharge plots of a LIMO
cell. Figure 7 is a cross-sectional view of a LIMO cell.

RECHARGEABLE TLOP CELLS IN PC CARDS

SRAM PC cards with rechargeable TLOP cells, such as the LIMO cell, are capable of being recharged, while
in use, from the host computer’s power. This results in SRAM PC cards in which battery back-up is automatically
maintained from the perspective of the periodic user. The TLOP cell’s length and width can be customized for specific
PC card applications. For instance a4.5 by 7 cm TLOP cell could be surface mounted on one side of a PC card’s circuit
board and sixieen TSOP SRAM could occupy the other side. If this TLOP cell were a LIMO cell it would have a
capacity in excess of 420 mAh or more than three times a CR2025 coin cell.

OPTIONAL LOW BATTERY VOLTAGE INDICATOR

To provide the user with the confidence that the battery has sufficient charge, an electrochromic low battery
voltage indicator could be mounted in the battery location on the end of the PC card. Prototypes of voltage indicators
installed in commercially available PC cards are shown in Figure 8. The indicator would also allow stored PC cards
to be visually scanned to insure data retention in a fraction of the time required to sequentially insert the PC cards into
a host computer for battery status verification. Electrochromic displays offer the advantage of a nonvolatile display
requiring no refresh current. This combination of a rechargeable TLOP cell and an electrochromic low battery voltage
indicator will result in SRAM PC cards being entrusted with information storage in applications involving only periodic
updating or editing.

CONCLUSION

Solid electrolyte technology now exists which makes possible the manufacture of rechargeable cells with the
thickness of TSOP components. These thin large-outline cells, called TLOP cells, can be permanently installed in
SRAM PC cards and will free the periodic PC card user from having to "feed” their PC cards with coin cells.
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Figure 8. Prototype voltage indicators assembled and installed by EIC
Laboratories.
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ABSTRACT

A method for characterization of granular superconducting thin films has been developed which encompasses
both the morphological state of the sample and its fabrication process parameters. The broad scope of this technigue
is due to synergism between experimental measurements and their interpretation using numerical simulations. Two
novel technologies form the substance of this system: the magnetically modulated resistance method for character-
izing superconductors, and a powerful new computer peripheral, the Parallel Information Processor card, which pro-
vides enhanced computing capability for PC computers. This enhancement allows PC computers to operaie at
speeds approaching that of supercomputers making atomic scale simulations possible on low cost machines. The
present development of this system involves the integration of these two technologies using meso-scale simulations
of thin film growth. A future stage of development will incorporate atomic scale modeling.

INTRODUCTION

In this paper, we describe a system for characterization of superconductor thin films which encompasses
both physical properties of thin films and parameters which control their fabrication. This tool is naturally suited
for development of thin film superconductor materials and for quality control. A comprehensive assessment is
achieved by physical measurements and computational simulation of the measurement responses. This system is
implemented by the integration of two novel technologies: the magnetically modulated resistance (MMR) method
for characterization of superconductors,l‘5 and the parallel information processor (PIP)6'8 for desktop supercom-
puting with PC computers.

The MMR method measures the magnetic field derivative of resistance as a function of temperature, This

measurement has been shown to be sensitive to effects which occur in granular supe:r\:onductors.2 Granular super-
conductors consist of ensembles of small single crystals (grains) which are in contact with one another. Two grains
separated by a common boundary constitute a superconductor structure called a weak link which has superconductor
properties different in some respects from that of a single grain.9 Granular superconductors, therefore, exhibit effects
that are attributable to the weak links which constitute their morphology. It is important to account for these effects
since virtually all high temperature superconductors, for practical purposes, are granular.

Our primary interest here is the characterization of granular thin film superconductors which are of
paramount importance in superconductor devices. In the following discussion we will describe briefly how the
MMR measurement characterizes superconductors. We then discuss briefly how the MMR measurement can be
related to thin film fabrication parameters by computational simulation of the MMR response signal. Numerical
simulation is becoming increasingly important in materials research. In this work, it provides an essential link
between physical measurements, and sample morphology and process parameters. Calculations of this type require
powerful computing machinery. Atomic scale materials simulations often require supercomputers. The PIP
technology mentioned above allows the simulations in this project to be done on a PC. We will discuss this new
technology, briefly, and show how the physical MMR measurements and computational elements are being
integrated into a system for characterizing superconductor thin films. Finally we will indicate how we intend
extend this system in the future.

THE MMR METHOD

The essential features of the MMR technique are shown in the diagram in Figure 1. The superconductor
sample is contained in a variable temperature bath. The sample is subjected to a magnetic field consisting of an ac
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component, Hac, and a collinear dc component Hge where Hac < Hge. The resistance of the sample is measured at
the field modulation frequency by phase detection. This signal, which constitutes the MMR response, is measured
as a function of temperature. The method for measuring resistance can be any convenient method. We use four
point probe dc resistance measurements and X-band microwave surface resistance measurements in our laboratory.
(A detailed description of this method is contained in Reference [10]).

A typical MMR response signal for a granular superconductor is shown schematically in Figure 2, Also
shown for comparison is the unmodulated resistance which is measured simultaneously. The MMR response con-
tains two features; a peak at T¢ which signifies the superconductor phase transition for individual superconductor
grains, and a second peak below T¢ which is due to superconductor weak link phase transitions. The relative
position and shape of the MMR weak link feature depends upon the current density in the sample, the externally
applied magnetic field, and the distribution of grain sizes and weak link coupling strengths in the sample. The
dependence of the MMR weak link peak on grain size distribution provides the basis for characterization of the
morphology of granular superconductors. In the following section, we briefly describe how the MMR signal is
related 1o the sample grain size distribution.

THE MMR SIGNAL

In this section, we outline the physical interpretation of the MMR signal without detailed discussion of the
underlying physics. The reader who is interested in more detail is referred to Reference [11]. An expression for the
MMR signal vs. temperature was inferred under the assumptions that the weak links are Josephson juncﬁmsg with
equal coupling strength per unit area, and that the applied current is unidirectional in the sample. Under these condi-
tions it can be shown that the MMR signal has the form

A c .
MMR(T) = KWR® = F(D) % 3L sin(n 5/5,) F(L) o)
I d . =©B/B,

where

R = "
l+e

oo

WK inz B/ B,
I, = S—F(1) e /5, 1409
L B, mB/B,

K

B, =—
L

[/

In the expression above, K is a constant, /- and I are the critical and applied currents, F(T) is the temperature depen-
dence of I, B is the applied magnetic field, B, the critical field for a junction of length L, W and L are the width
and length of a junction, and f{L) is the distribution of junction lengths. The function F(7) is known but is not
related to the sample morphology. The junction length is the length along a grain boundary which is perpendicular
to the current, and which is bounded by grain boundaries parallel to the current as illustrated by Figure 3. (For our
purposes, all grain boundaries are resolved into directions parallel and perpendicular to the applied current.) The
junction size distribution L) is related to the grain size distribution g(Lg) in a complex way, but this relationship
can be calculated by a method of statistical inference. An example of this relationship is illustrated in Figure 4 for a
Gaussian grain size distribution. Thus from Equation (1) and the relation between (L) and g(Lg), we are able to
relate the MMR signal to the grain size distribution of the sample.
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The simulation of the MMR signal described here provides a way, in principle, to assess thin film mor-
phology which is, for our purposes, the grain size distribution of the thin film. In actual practice, one cannot
directly solve Equation 1 to obtain {L). Consequently, one must essentially estimate the function g(Lg) and then
compare the calculated MMR response with the experimental response to gauge the accuracy of the estimaie. The
problem, then, is how to estimate g(Lg). Because the distribution g(Lg) is directly related to the conditions which
control the growth of the thin film, our approach is to estimate g(Lg) by modeling the growth of thin films. This
provides a way to obtain the grain size distribution from MMR measurements and at the same time extends the
application of the MMR method to control of process parameters of thin film growth. In the next section, we
discuss our work in modeling thin film growth to obtain estimates of g(Lg).

SIMULATION OF THIN FILM GROWTH

The simulations of vapor phase thin film growth described here, generally apply to state of the art epitaxial
thin films such as, for example, YBa2Cu307.y on LaAl03 substrates. These types of films consist of grains of var-
ious sizes which have a common orientation normal to the substrate. Growth occurs as a result of the vapor phase
deposition of the constituent species, which constitute the superconductor, onto the substrate. The vapor phase con-
stituents are commonly created by rf sputtering or laser ablation from a bulk superconductor target. The vapor ini-
tially condenses on the substrate and forms a number of seed crystals of the superconductor species. The seed
crystals grow until their boundaries encounter neighboring crystals thereby forming common grain boundaries
between the neighboring crystals. The size of a particular crystal is then determined by the presence of neighboring
crystals which limits their lateral growth to the area encompassed by their grain boundaries.

The grain size distribution is inferred by numerical simulation of this mechanism of thin film growth. The
simulation is presently implemented as a meso-scale model with two adjustable parameters. These are the probabil-
ity P per unit time that a seed crystal will form at any given location on the substrate, and the rate of growth, R, of 2
crystal on the substrate. The simulation proceeds by determining the location of new seed crystals on the substrate
in each unit of time according to the parameter P, and growing each existing crystal on the substrate according to the
parameter R. This process continues until there are no voids on the substrate. The resulting grain size distribution
is obtained directly by assessing the area of each crystal (grain). Thus, this simulation provides the shape of g(Lg)
which is determined by the two parameters P and R.

We plan to extend the film growth simulation using atomic scale simulation of the deposition. The forma-
tion of seed crystals and crystal growth will be simulated using interatomic interactions and the physical parameters
of the growth process such as substrate temperature, oxygen pressure, and certain parameters of the reactant species.
This will permit calculation of the meso-scale parameters P and R. The atomic scale model will be appended to the
meso-scale model to provide the grain size distribution which will then be related to physical process variables.

AN MMR CHARACTERIZATION SYSTEM

The concepts discussed in the preceding sections are being integrated into a system for characierization of
superconductor thin films. The initial version of this system, shown diagramatically in Figure 5, is based upon a
comparison between experimental MMR measurements and numerical simulations of MMR response. The experi-

.mental measurements are obtained separately and stored in a computer file for subsequent off-line comparison with
simulation. The simulation begins with the meso-scale thin film growth model which calculates the grain size dis-
tribution. The grain seed probability and growth rate parameters, P and R, are initially estimates which are entered
manually. The junction size distribution, calculated from the grain size distribution, is used to calculate the MMR
response. (The MMR response also depends upon some parameters not shown in Figure 5; e.g., magnetic field and
current.) Comparison of the simulated and experimental MMR responses yields an MMR error from which new
values of P and R are inferred. The process iterates until the MMR error falls within predetermined bounds. In this
way the grain size distribution of the thin film is ascertained.

The parameters P and R are also determined in this system, alinough this knowledge is primarily of aca-
demic interest. In order to relate this to more fundamental physical parameters we intend to extend this system using
atomic scale modeling of the deposition process. Figure 6 shows this extended system. The P and R parameters are
calculated in the atomic scale model, as discussed previously, using process variables such as substrale temperature,
oxygen pressure, and certain parameters of the reactants (e.g., momentum, excitation, etc.). Thus, in this sysiem,
the MMR response will be related to the thin film process parameters.
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Figure 5. Schematic diagram of an MMR characterization system which uses meso-scale modeling.

The systems described above, particularly the extended system which uses atomic scale modeling, involve
extensive computations which requires supercomputer capability to achieve results in reasonable times. A high
speed processor card has been developed which provides supercomputer capability on a PC platform and allows the
MMR characterization systems to be implemented in a small package at low cost. The heart of the new computer
technology is a parallel information processor board which can reside in any 80x86 PC, and is capable of 60 million
floating point operations per second (MFLOPS). The PIP board also has 512 kilowords (32 bits/word) of high speed
random access static memory on board and is expandable to 20 megawords. Up to eight PIP boards can be installed
in a single PC to achieve 480 MFLOPS computing power, approximately one half the peak computation rate of a
CRAY 1. A user-friendly interface for this computing system is being developed which allows programming in
Fortran, Basic, C, and a high level tool for integrating various software modules with flow charts. This PIP tech-
nology has been licensed to Scientific Data Systems Inc., which expects to begin commercial distribution in late
1992, :

Each of the procedures which comprise the system shown in Figure 5 has been completed. The procedures
will be integrated on a 386 PC with a single PIP card. We expect to incorporate an atomic scale model with the
MMR characterization system within a year. The extended system using atomic scale modeling will require addi-
tional PIP cards.
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Figure 6. Schematic diagram of an MMR characterization system which uses atomic scale modeling.

CONCLUSION

The superconductor characterization system described here is noteworthy because of the extent of the infor-
mation inferred from a relatively simple physical measurement. In its early usage, the MMR method provided evi-
dence for the presence of weak links in superconductor samples in both granular samples and single crystals. At this
stage, it was and remains a unique capability. The present stage of development in which the grain size distribution
is inferred and is related to process parameters is due to the use of numerical simulations of the measured response
function. This type of enhancement of physical measurements is being rendered practical by the emergence of
powerful, low cost computer technology such as that embodied by the PIP card. There is little doubt that the
combined use of measurements and large scale simulation in materials characterization and process control will

become common as use of the new computer technology becomes widespread.
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USING THE U.S. BUREAU OF MINES DEVELOPED TURBOMILL
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ABSTRACT

Turbomilling, an innovative grinding technology developed by the U. S. Bureau of Mines in the early
1960’s for delaminating filler-grade kaolinitic clays, has been expanded into the areas of particle size reduction,
material mixing and process reaction kinetics. The turbomill, originally called an attrition grinder, has been
used for particle size reduction of many minerals, including natural and synthetic mica, pyrophyllite, talc and
marble. In recent years, an all-polymer version of the turbomill has been used to produce ultrafine, high-purity
advanced ceramic powders such as SiC, Si,N,, TiB,, and ZrQ,. In addition to particle size reduction, the
turbomill has been used to produce intimate mixtures of high surface area powders and whiskers. Raw
materials, TiN, AIN, and Al,0,, used to produce a titanium nitride/aluminum oxynitride (TiN/AION) composite
were mixed in the turbomill, resulting in strength increases over samples prepared by dry ball milling. Using
the turbomill as a leach vessel, it was found that 90.4 pct of the copper was extracted from the chalcopyrite
during a 4-hour leach test in ferric sulfate versus conventional processing which involves either roasting the ore
for Cu recovery or leaching the ore for several days.

INTRODUCTION

The Bureau of Mines turbomill has evolved over a period of 30 years. The original patent granted to the
Bureau was for a process to produce paper coating grade clays from lower grade kaolins {1]. Following this
work, the Bureau conducted numerous other studies on grinding of industrial minerals. A Bureau of Mines
Bulletin highlighting the kaolin research and information on the grinding of industrial minerals was published in
1980 [2]. This Bulletin also describes several commercial applications of the turbomill grinding technology.

In the early 1980’s, research to determine the feasibility of using the turbomill to produce ultrafine, high-
purity powders for advanced ceramics was undertaken [3]. In his study, Wittmer found that preparing SiC in
the original steel mill yielded powders with iron levels above the acceptable range. A variety of polymers was
tested as mill construction materials with ultra-high molecular weight (UHMW) polyethylene exhibiting the best
wear resistance. Use of the all-polymer mill produced a-SiC powders of higher purity. Wittmer also evaluated
the use of autogenous milling, in which the milling medium and the material to be milled are of the same or
similar composition. Other ceramic materials, such as Si;N, and ZrO,, were milled with favorable results.

The turbomill also has been used to produce intimate homogeneous mixtures of high surface area powders
and whiskers. SiC whiskers have been dispersed in alumina and silicon nitride powders [4]. Mixing the raw
materials for preparation of a TIN/AION composite in the turbomill resulted in strength increases over samples
prepared by dry ball milling the components.

Rice, Cobble, and Brooks reported the use of the turbomill as a leaching vessel. Chalcopyrite was ground
and leached simultaneously with ferric sulfate [5]. They found that 90.4 pct of the copper was extracted from
chalcopyrite during a 4-hour leach test. Conventional processing technology for the recovery of Cu from
chalcopyrite involves either roasting the chalcopyrite ore or leaching the ore for extended periods of time.
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THE TURBOMILL

The turbomill consists of three main parts: a rotor, composed of vertical bars fixed to upper and lower
disks (the upper one attached to the drive shaft); a cagelike stator composed of vertical bars attached to rings at
the top and bottom; and a cylindrical container. A frame holds the motor which is attached to the rotor drive
shaft and the machine components. The turbomill has been scaled up to sizes as large as 50.8-cm-diam for use
in the laboratory. Industry has used mills as large as 132-cm-diam for production of ultrafine powders. The
mill in use at the Tuscaloosa Research Center (TURC) is a 12.7-cm-diam. mill with the rotor, stator, and
container constructed of UHMW polyethylene (shown in figures 1 and 2).

The slurry to be milled is placed in the container and consists of a milling liquid (typically water,
kerosene, or alcohol), the milling medium (spherical balls or coarse granular material), and the material to be
milled. A dispersant and/or antifoaming agent is typically added to aid in milling efficiency. The rotor
operates at speeds which range from 1,400 to 1,700 rpm. Run times needed to reach the desired particle size
range from 30 min to 4 hours.

\\Conhinor

“T~Stator

—Rotor

Figure 1. Bureau of Mines turbomill. Figure 2. All-polymer container, stator,
and rotor components of the turbomill.

GRINDING OF KAOLIN AND OTHER MINERALS
The efficiency of grinding kaolin using the turbomill was compared to the efficiency of other processes,

including jar mills, colloid mills, and ultrasonics. In general, it was found that the turbomill produced more
minus 2-pm equivalent spherical diameter (ESD) material than other methods in less time. It was also found

232



that the milling efficiency increases when a large mill (25.4-cm-diam) is used versus a smaller mill (12.7-cm-
diam). ‘

A series of tests to develop continuous grinding using the turbomill considered both open- and closed-
circuit systems [6-7]. In open-circuit turbomilling, the overflow material was collected and sized. In closed-
circuit milling, the overflow material was collected, sized, and incompletely ground material was returned to the
mill as part of the feed slurry. It was found that closed-circuit grinding achieved a slightly greater rate of
particle size reduction and consumed less energy than open-circuit grinding. A later investigation to determine
the effect of operating variables on the grinding efficiency of kaolin showed the greatest influences related to the
type, size and shape of grinding media; the ratio of medium weight to clay weight; peripheral rotor speed; clay
slime pulp density; density of pulp dispersion and the angular arrangement of the rotor and stator. [8].

Following the grinding studies on kaolin, the Bureau determined the extent of particle size reduction
obtained with other minerals [9]. A series of tests on mica showed that a sample with 11.1 pct minus 45-um
material was ground with sand to a product 100 pct minus 45-um and 52.3 pct minus 2-um material. The
electrical energy consumed when grinding the mica sample at a feed pulp density of 50 percent solids was
1206.6 MJ/mt of dry feed (304 kWeh/st) of dry feed. A second sample of mica with 8 pct minus 45-pum
material was ground to 100 pct minus 45-um with 56.8 pct minus 2-um material. Electrical consumption for
the second sample was 1270 MJ/mt (320 kWeh/st) of dry feed. A large scale continuous open-circuit method
for grinding mica was also developed. A feed with 9.2 pct minus 45-um mica was ground to 51.3 pct less than
45-um. Pyrophyllite, talc, marble, barite, and fluorite were also evaluated as part of this research.

BENEFICIATION APPLICATIONS

Other research focused on improved beneficiation of minerals including clay and olivine foundry sand. A
study to improve the plasticity of a coarse kaolinitic clay for use as a bond clay in ceramic bodies was reported
by Goode and Tyrrell [10]. An Alabama underclay was ground in the turbomill and compared to a standard
ball clay used for whiteware bodies. The modulus of rupture of the fired body made using the ground
underclay was increased by a factor of 1.7 over bodies made with the unground clay and was close to those
made using the standard ball clay. The water absorption of the fired body made with turbomilled underclay was
reduced by 35 pct when compared to the body made with the unground underclay.

A study to determine the feasibility of producing olivine for use as a foundry sand from dunite was
reported in 1977 [11]. Dunite contains olivine and variable quantities of serpentine, talc, chlorite, actinolite,
and vermiculite. The original products analyzed 2- to 3-pct loss on ignition (LOI) resulting from these
impurities. After grinding using the turbomill, 200-mesh concentrates of the ground material met or exceeded
the Steel Founder’s Society of America specifications of a maximum 1.35 pct LOI for olivine aggregate and
flour products. This beneficiation technique was patented by Davis in 1977 [12].

CERAMIC POWDERS

In the 1970’s researchers at the Bureau’s Tuscaloosa Research Center (TURC) investigated turbomilling of
several ceramic oxide powders [13]. In general, the turbomilling process was more efficient than other
processes such as ball milling. The increased particle size reduction yielded more reactive powders for
sintering. For example, zirconia produced in the turbomill was sintered to 96 pct of theoretical density while
commercial powders only sintered to 74 pct of theoretical [14].

Another research program was designed to demonstrate the catalytic properties of turbomilled silica
[15]. Two crystalline forms of silica were ground and compared to “wo commercial silica catalysts used for
n-hexane cracking and for dehydration of ethanol. The milled catalysts were more active than the commercial
catalysts for n-hexane cracking; however, the ethanol dehydration activity was lower for the turbomilled silica.
The differences were due to the different active sites required for dehydration.
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Stanley, et al. describe a method for autogenous milling of SiC [16]. In these early tests, the mill was
constructed of metal, resulting in iron contamination of the mill product. In 1980, a study to determine the
feasibility of producing high purity a-SiC powders in the turbomill was undertaken [3]. Since iron is
detrimental to the properties of sintered a-SiC, researchers redesigned the turbomill using a polymer as the
construction material for the mill parts. Several polymers were tested and UHMW was selected for its wear
resistance properties. Autogenous milling was used to eliminate contamination of the mill product by the
milling media.

Autogenous turbomilling in the all-polymer turbomill successfully produced ultrafine a-SiC powders.
Powders with Brunaur-Emmett-Teller (BET) surface areas of 30 to 35 m?/g were obtained after 3 to 6 hours of
milling. These powders, with iron contents less than the starting material, were hot pressed with 1 pct boron
(B) and 1 pct carbon (C) additions. Theoretical density of >99 pct was achieved and properties comparable to
those of commercially available a-SiC were obtained.

Based on these promising results, experiments to optimize the milling parameters for a-SiC were
conducted. The starting material for the tests had an average diameter of 100 um. Ninety-seven percent of the
starting material was less than 150 um in diameter and contained no material below 30 um in diameter. The
effects of dispersants, temperature, pH, and milling time on the particle size were investigated. The six
dispersants used were: TSPP,” a sodium phosphate; Darvan No. 7, a sodium salt; Marasperse N-22,% a
sodium lignosulfonate; Nopcosperse 44,% an ammonium salt; Aerosol OT,! an anionic disodium sulfosuccinate;
and Norlig NH,™ an ammonium lignosulfonate.

Table 1 lists average particle diameters, determined by laser beam diffraction, and ESD calculated from
BET measurements of the o-8iC ground in water using the different dispersants. The average particle size
produced using no dispersant, Marasperse N-22, Norlig NH, Aerosol OT, TSPP or Darvan No. 7 decreased
gradually during 4 hours. Particle size did not change from 1 h to 4 h when Nopcosperse 44 was used as the
dispersant; however, the ESD of the powder decreased. This indicates the formation of agglomerates during
milling which was confirmed using scanning electron microscopy (SEM). Particle size distribution data, listed
in table 2, for Marasperse N-22 indicates that the amount of material less than 1-um was 55 pct after 1 hour of
milling; the amount does not increase significantly during the next 3 hours.

Contamination of the @-SiC, determined by spectrographic analysis, was negligible. The iron content
decreased with milling time. During milling, the surface of the SiC particles is scrubbed resulting in removal of
the iron, which is a surface contaminant. As the iron is removed from the surface of the powders, it goes into
solution. The decrease in iron content was advantageous because SiC must often be leached after grinding to
reduce the iron content.

" Fisher Scientific, Fair Lawn, NJ. Reference to a specific product does not imply endorsement by the Bureau
of Mines.

R. T. Vanderbilt Co., Norwalk, CT.

* Reed Lignin, Inc., Atlanta, GA.

¢ Diamond Shamrock, Inc., Morristown, NJ.
¥ American Cyanamid, New York, NY.
“Reed Lignin, Inc., Atlanta, GA.
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Table 1. Effect of dispersant on particle size of «-SiC as determined
by laser beam diffraction (average diameter) or by surface area
measurement (ESD) after milling for 1 hour and 4 hours.

Average diameter, um ESD, ym

Dispersant 1h 4h 1h 4h
None 2.13 1.81 0.21 0.13
TSPP 1.16 0.98 0.27 0.16
Darvan No. 7 1.54 0.99 0.22 0.16
Marasperse N-22 1.31 0.92 0.24 0.17
Nopcosperse 44 1.35 1.42 0.22 0.18
Aerosol OT 2.47 1.00 0.32 0.20
Norlig NH 3.22 1.92 1.05 0.28

"Milling time
Note.--Average diameter of starting material - 100 um

Table 2. Effect of Marasperse N-22 dispersant on «-SiC particle size

Particle Percent! less than indicated diameter
diameter, um 1h? 2h 3hb 4h
2.21 84 90 96 96
1.30 71 80 86 86
0.80 51 59 65 65
0.55 30 34 38 38
0.39 12 12 13 13
0.30 3 3 3 3
0.20 1 1 1 1

'Percentages are for minus 325-mesh fraction of milled material.
Milling time.
Note.--Average diameter of starting material - 100 um

When Marasperse N-22 was used as the dispersant, the temperature of milling also played a major role in
milling efficiency, as shown in table 3. As the temperature increased, the resulting average particle size did not
change significantly. However, the grinding efficiency, as indicated by the amount of minus 325-mesh and
submicrometer material, increased. The poor correlation between ESD values and the laser-measured particle
diameters results from the fact that the laser technique measures agglomerates while BET techniques measure
individual particles. Changes in pH also did not significantly affect the particle size (table 4); however, the
efficiency of grinding was increased when the pH was slightly basic. The dispersing effect of Marasperse is
affected by pH according to its manufacturers, with best results between pH 7 and pH 10. This increased
dispersion effect results in greater particle/particle contact and increased grinding efficiency. The combined

235




effects of Marasperse N-22, pH 9.5 and 50° C resulted in 80 pct < 1-pym material after 4 hours of milling. The
energy required was 2088.9 MJ/mt of feed (526.4 kWeh/st of feed).

Table 3. Effect of temperature on 4 hour milling of «-SiC in water with Marasperse N-22

Milling ESD, uym Average Percent less than Contaminants, pct
temperature, © C diameter, um

325 mesh 1 ym Fe Na

25 0.18 0.87 60.6 43.8 0.18 0.13

50 0.19 0.76 78.0 57.5 0.05 0.14

70 0.15 0.73 82.1 63.1 0.00 0.19

Note.--Average diameter of starting material - 100 ym

Table 4. Effect of pH on 4 hour milling of ¢-SiC in water with Marasperse N-22

Milling pH ESD, Average Percent less than
temperature, ° C pm diameter, um
325 mesh 1 ym
25 3.6 0.22 0.90 63.0 49.9
25 6.5 0.18 0.87 60.6 43.8
25 9.5 0.20 0.82 86.5 67.9
50 9.5 ND 1.14 92.6 79.7

Note.--Average diameter of starting material - 100 um

Several other materials used to produce advanced ceramics were also evaluated following turbomilling.
Tables 5 and 6 list results for silica, two alumina materials, zirconia (Zr0,), Al,O;-partially stabilized zirconia
(APSZ), CaO-partially-stabilized-zirconia (CPSZ), silicon nitride (Si;N,), and TiB,. These materials were
ground in water using autogenous turbomilling. The average diameter and the amount of submicrometer
material follow similar trends except for the larger A1,O, material and the TiB,. The particle size of the AL, O,
decreased rapidly and then increased and the percentage of submicrometer material decreased. The increase in
particle size and decrease in the amount of submicrometer powder indicates agglomeration to form larger
particles or breakdown of the milling media. SEM analysis confirmed the presence of agglomeration and a
sieve analysis of the mill product showed a 15 pct reduction in the amount of coarse milling media. Grinding of
TiB, did not produce a large amount of submicrometer material. Use of other dispersants, different milling
media or other milling fluids might increase the efficiency for milling of TiB,.
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Table 5. Particle size of oxide ceramics

Material Average diameter, ym Percent less than 1-ym

0 h! Sh 1h 4h Oh Sh 1h 4h
Si0, 16.3 ND 3.44 2.85 3 ND 14 28
ALO;-1 102 ND 2.69 4.32 0 ND 31 4
ALO;-2 34.2 1.96 ND ND 0 24 ND ND
210, 20 ND 3.09 2.73 0 ND 17 23
APSZ 21.1 5.22 3.11 ND 0 16 23 ND
CPSZ 14 6.68 3.48 ND 4 10 17 ND

!'As-received particle size
Milling time
ND-Not determined

The GTE Si;N,, listed in table 6, contained some whiskers. After 4 hours of milling, the whiskers were
still present. The material was milled an additional 2 hours to determine if the whiskers would break down.
After 6 hours, the powder no longer contained whiskers. Contamination of the powders was negligible as in the
SiC studies.

Table 6. Particle size of nonoxide ceramics

Material Average Diameter, um Percent less than 1-um
0 h! 2 h? 4h 6h Oh 2h 4h 6h
Si,N,” 55 2.09 2.05 ND 0 54 51 ND
Si;N# 55 2.72 2.51 2.53 0 23 35 37
TiB,} 55 5.52 3.99 ND 0 3 4 ND

! As-received particle size

*Milling time

*Ube Chemical Co., Ube, Japan.

GTE, Towanda, PA.

$Sohio Chemicals and Industrial Products, Co., Niagara Falls, NY.
ND-Not determined

ALTERNATIVE PROCESSING OF CERAMIC RAW MATERIALS

The turbomill has also been used to improve the dispersion of sintering aids in high-surface-area powders
[4] and to mix high surface area powders for a ceramic matrix composite {17]. Boron and carbon were added
to a-SiC during turbomilling. These powders were hot pressed and physical properties were compared to B-
and C-doped SiC materials prepared with powders processed using traditional methods. The addition of B and
C during turbomilling resulted in enhanced properties, likely due to the breakdown of agglomerates of carbon
which serve as flaw origins in conventionally processed powders. The raw materials, TiN, AIN and ALO,
powders, for a ceramic matrix composite were mixed in the turbomill. Comparison of hot pressed composites
formed from ball milled and turbomilled powders showed that turbomilling is the preferred method for
preparing the powders for the composite.
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Many advanced ceramic materials have whiskers added as reinforcements to improve the fracture
toughness of the matrix material. A uniform dispersion of the whiskers is essential to the production of a
reliable composite. Wittmer [4] conducted studies sponsored by Martin Marietta Energy Systems-ORNL to
determine the feasibility of using the turbomill to produce a SiC whisker reinforced alumina composite. Well
dispersed mixtures with no whisker agglomerates were prepared in 30 min in the turbomill using partially
stabilized zirconia beads as the milling media. No degradation of the whiskers was visible in the short milling
time. The strength and fracture toughness of these composites exceeded the properties measured on composites
prepared by conventional methods by 30 pct. Wittmer also demonstrated that the slurries prepared by
turbomilling could be pressure cast to form green bodies which, when fired, had improved properties over those
processed conventionally.

MICROGRINDING OF COAL

The turbomill was used to produce microfine coal which could be used as a substitute for oil in firing
steam boilers or as an addition to diesel fuel [18]. Three coals, each from a different seam, were ground in
water using Ottawa sand, steel shot or coarse grain coal as the grinding media. Grinding with steel shot was the
most efficient technique. A coal from the Pittsburgh seam (82 pct minus 75-um) was reduced to 57 pct minus
2-pym in 15 min with energy requirements of 496.8 MJ/mt (138 kWeh/mt).

ALTERNATIVE LEACHING PROCESS FOR CHALCOPYRITE

Copper 1s traditionally recovered from chalcopyrite ore concentrates by roasting which results in sulfur
dioxide emissions or by leaching the chalcopyrite ore for extended periods of time. In its efforts to develop
new mineral processing technologies to enable cost-effective compliance with environmental requirements, the
Bureau conducted research to improve the kinetics of chalcopyrite dissolution by simultaneous grinding-leaching
in ferric sulfate solution [5]. The researchers proposed that during grinding, a chalcopyrite surface would be
exposed, leached, and removed. Grinding of the surfaces in the turbomill would increase the number of fresh
surfaces exposed to the leaching solution, reducing diffusion barriers for the reaction. Using minus 20-
plus 30-mesh Ottawa sand as the grinding media, they found that the rate of leaching increased with increasing
rotor speed and increasing solids content (by volume). They also found that the energy required for leaching
passes through a minimum level as the amount of solids is varied. The minimum energy level for the
conditions studied was 4,576 MJ/mt (1,153 kWeh/st) of copper extracted. This level occurred at 400 rpm and
35 vol pct solids at a recovery of 80 pct.

TECHNOLOGY TRANSFER AND COMMERCIAL APPLICATIONS

The turbomill developed by the U.S. Bureau of Mines has been used to produce materials for many
different applications. It has been used in minerals processing. It has also been used to produce high-purity
powders for use as raw materials for advanced ceramics. At the Tuscaloosa Research Center of the Bureau of
Mines, & 12.7-cm-diam laboratory mill is available for evaluating different materials. Since 1987, the materials
listed in table 7 have been milled in the turbomill. The Bureau of Mines can enter into various types of
agreements in order to transfer this technology into different areas of interest. A Memorandum of Agreement
(MOA) can be used to conduct work with private, state and academic organizations. An MOA outlines the
work to be done and the costs involved. A Memorandum of Understanding (MOU) is similar to an MOA
except it is an agreement with another federal agency. The Bureau can also use a Cooperative Research and
Development Agreement (CRDA) with any non-Federal party. A CRDA is usually used when the cooperative
work involves proprietary information and/or there is the possibility of a patentable invention.

Several small mills have been constructed by researchers around the world for use in their labs, while
others have expressed interest in purchasing production size mills. Because these mills are built from schematic
diagrams, the Bureau does not know how many units are in use worldwide. Turbomilling technology has been
applied successfully on a commercial scale in the paper coating and titania pigment preparation industries.
Georgia Kaolin Co. has designed and is operating 101.6-cm-diam production units, each capable of treating
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1.81 mt of coarse kaolin/h (2 st of coarse kaolin/h). Kerr-McGee uses 132.1-cm-diam units with a combined
capacity of 45,350 mt/yr (50,000 st/yr) to improve the particle size uniformity of TiO, for paint pigment.

Table 7. Materials evaluated in the Bureau of Mines turbomill

Material

Description/Application

Kaolin

Alumina
Graphite

Rutile waste

Hematite
Y,0, stabilized ZrO,
AlLO,/Z10,

Silica

B"-alumina
Indium oxide
Glass powders
Aluminum titanate

Petroleum Coke

Silica

Silicon Nitride with MgO and Y,0,

Plastic film and chopped plastic bottles

Glass frit

Graphite fibers

Low grade, clay product. Desire to improve paper
coating quality.

Electrical applications
Pencil Lead

Desire to remove calcium carbonate from surface to
allow TiO, recovery

Paint pigment
Skull melted
Skull meltedg

Potentjal raw material for optical fiber or computer
chip industry

Electrolyte for use in fabrication of Na-8 batteries
Alloy manufacturing

Dielectric applications

Paint pigment

Residue from oil refinery. Recovery for use as
particulate addition to rubber

Desire to produce silica flour from plus 100-mesh
material

Obtain intimate mixture of MgO and/or Y,0, in
Si3N,

Desire to scrub surface of plastics to remove
adhesive and printing prior to recycling.

Reduce plus 200-mesh material with little
contamination to <2-um

Desire to reduce length from 0.25 in to 25-30 ym
with no degradation of fiber properties
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MULLITE WHISKERS AND MULLITE-WHISKER FELT

Inna G. Talmy and Deborah A. Haught
Naval Surface Warfare Center, Dahlgren Division
Silver Spring, MD 20903-5000

ABSTRACT

Naval Surface Warfare Center has developed processes for the preparation of mullite (3Al,052510,)
whiskers and mullite-whisker felt. Three patents on the technology were issued in 1990. The processes are
based on chemical reactions between AlF,;, Al,Oj, and SiO,. The felt is formed in-situ during processing of
shaped powdered precursors. It consists of randomly oriented whiskers which are mutually intergrown forming
a rigid structure. The microstructure and properties of the felt and size of the whiskers can be modified by
varying the amount of Al,O; in the starting mixture. Loose mullite whiskers can be used as a reinforcement for
polymer-, metal-, and ceramic-matrix composites. The felt can be used as preforms for fabricating composite
materials as well as for thermal insulation and high temperature chemically stable filters for liquids (melts) and
gases.

INTRODUCTION

The current interest in the development of refractory-oxide fibers and whiskers is spurred by the
increasing demand for high-temperature structural materials for use in an oxidizing atmosphere. As a reinforcing
material, whiskers are preferable to fibers because they are single crystals and their properties are not affected
by grain growth and grain boundary-induced creep at high temperatures. The low free energy and high modulus
and strength of whiskers compared to polycrystallme materials make it possible to use whiskers to reinforce
matrices of the same composition.

Currently, only non-oxide whiskers such as SiC and Si;N, are commercially available. However, they

cannot be used in an oxidizing atmosphere at temperatures above 1000° C. Additionally, SiC whiskers are
electrically conductive and not suitable for use in dielectric ceramics.

Mullite (3Al1,0+ 2Si0,) is a promising candidate for whiskers because of its excellent chemical stability,
low thermal expansion, and good high-temperature strength and creep resistance. Since mullite has a relatively
low dielectric constant and loss tangent, the whiskers may be suitable for toughening materials for dielectric
applications (such as radomes).

Both loose whiskers (or fibers) and fibrous preforms can be used as reinforcement in the fabrication
of composites. The use of fibrous preforms instead of loose whiskers (or fibers) excluded problems of their
deagglomeration and uniform distribution in matrix materials. Matrices can be infiltrated into the preforms by
vacuum impregnation, sol-gel processing, chemical vapor infiltration and melt infiltration techniques.

PREPARATION OF MULLITE WHISKERS AND FELT

The NAVSWC method for preparation of both mullite whlskers and felt is based on the following two

reactlons1 S,
2A-1F3 + ZSiOZ """"""" > Alz(SiO4)F2 + SiF4 (g) (1)
Topaz
6A12(SiO4)F2 + SiO2 --------- > 2(3A1203-28102)+ 3SiF4 (2) )]
Mullite

241




In reaction (1), AlF; and SiO, are heated at 700 - 90¢° C to form topaz as an intermediate product and

in reaction (2), topaz is thermally decomposed at 1250 - 140(F C to yield mullite. The whiskers are grown as a
result of a vapor-phase chemical reaction. Heating in a SiF, atmosphere is necessary for the preparation of

high-quality whisker product. Up to 75% Al,O5 can be substituted for AIF; in the starting materials. In this
case, the mullite whiskers form as a result of chemical interactions involving all of the starting components, as
well as the gaseous SiF, generated in reactions (1) and (2) - assuming that corresponding portions of AlF;
required for the process are produced by a reaction between SiF, and Al,Oj.

The whisker preparation process involves mixing the raw powders and firing the loose powders in closed
SiF-containing system. Mullite whiskers prepared at 1250° C in optimum SiF, atmosphere are shown in Figure
1. As produced, they form loose aggregates which are easily separated. The whiskers of rectangular cross
section have a narrow size distribution with average aspect ratio of 30.

The felt preparation process involves mixing and shaping (by any conventional method) the powdered
precursors (AlF,, SiO, and optional Al,O), followed by firing at 1250 - 1400° C. A significant advantage of this
process is that there are no whiskers in the precursor mixture. The whiskers are formed inside the product
during firing. Because loose respirable whiskers are not handled at any step of the process, health hazards
associated with handling whiskers are eliminated. The final felt product is about 80% porous with low
dimensional changes (about 1% expansion) compared to the green shapes which is a valuable feature for the
preparation of near-net shape composite preforms. Figure 2 shows the microstructure of the felt consisting of
randomly oriented (in 3 dimensions) and uniformly distributed individual mullite whiskers and spherulites which
are mutually intergrown or mechanically interlocked. With a bending strength (3 point) of about 3 MPa (427
psi), the felt is rigid and can be used in composite processing utilizing various impregnation techniques.

To decrease the amount of relatively expensive AlF, and accordingly decrease the amount of hazardous
SiF, generated by the reactions, and possibly modify the size of the whiskers, Al,O; (avg. particle size 0.05 pm)
was substituted for AlF; in amounts up to 75 mole %. The whisker size gradually decreases with increasing
Al O content up to 75% Al,O4 for both loose whiskers and felt (Figure 3). In the felt, the number of
spherulites also gradually decrease with increasing Al,O5 content. The linear expansion and porosity of the felt
slightly decrease but the bending strength significantly increases with more than 25% Al,O5 substitution (Table
1.). The almost two-fold increase in strength with 75% Al,O, substitution can be attributed to much smaller
whiskers in the felt structure. The felt has pores of 1 to 30 um depending on the AlF;\Al,O5 ratio with very
narrow size distribution (Figure 4).

Table 1. - Properties of Mullite-Whisker Felt With Substitutions of Al,O5 for AlF,

Substituted Al,O Expansion Porosity Bending Strength
(%) (%) (%) (MPa/Psi)
0 1.0 78.5 - 3.1/441
25 1.0 78.1 2.9/412
50 0.5 774 5.4/768
75 II 0.0 763 7.0/995

APPLICATIONS OF MULLITE WHISKERS

Mullite whiskers have the potential to be used as reinforcement in a variety of polymer, ceramic and
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metal matrix composites. Unfortunately, the full potential of these whiskers as a reinforcement has not been
completely exploited. Mullite whlskers were successfully used as reinforcement for celsian (BaO- ALO#2Si0,)
and fused silica (SiO,) comp051tes The loose whiskers were uniformly mixed with the ceramic powders and
then hot pressed to full density. The fracture toughness of fused silica was doubled by the addition of 20 vol%

mullite whiskers with a cross section of 4-12 pm. For the celsian matrix, 20 vol% 12-26 um whisker additions
increased the toughness by 40%. Properties of the composites are shown in Table 2.

Table 2. Properties of Mullite Whisker Composites

Matrix Mullite Whisker Relative Fracture Flexural Strength
Loading (%) Density Toughness (MPa)
(%) (MPa/ m)
Silica 0 94.5 092 67
Silica 20% 96.2 1.80 49
412 pum
Celsian 0 99.1 1.56 115
Celsian 20% 99.4 2.15 115
12-26 pm

" Short Chevron Notch Beam Method

APPLICATIONS OF MULLITE-WHISKER FELT

The mullite-whisker felt can be used as a preform for the preparation of polymer-, metal-, and ceramic-
matrix composites or by itself as thermal insulation or high temperature filters for liquids or gases. It can be
infiltrated with a variety of matrices using various processing techniques such as vacuum impregnation, chemical
vapor infiltration (CVI), and melt (glass or metal), sol-gel or pre-ceramic polymer infiltration to produce
composites. Polymers with viscosities of up to 10,000 cp have been used to infiltrate the felt. Researc‘hvrs at
Ceramatec have demonstrated that mullite whisker comp051tes can be fabricated using sol-gel techmques After
8 infiltration cycles, the density of the sample was 2.06 g/cm? with 17% porosity. The process is being optimized
to yield composites with densities greater than 95% dense.

A forced flow thermal gradient chemical vapor infiltration technique developed at Oak Ridge National
Laboratory was used to infiltrate the felt with a SiC matrix. Since the deposition parameters used for the
infiltration experiment were optimized for a Nicalon preform,the felt was only infiltrated to about 85% density
with variable densities through the thickness of the sample. The properties of the produced composites are given
in Table 3.

Fully dense mullite-whisker felt composites were prepared by a vacuum and isostatic pressure-assisted
infiltration technique using cast aluminum alloy A3565. The alloy was preheated to 68(° C and the felt was

preheated to 550 C. A 800 psi pressure of nitrogen was required to fully infiltrate the preform. Due to the lack
of bonding between A356 Al and mullite, the mechanical properties of the composite did not reflect the

reinforcing potential of the whiskers. There was little transfer of the load from the matrix to the mullite
whiskers. It will be necessary to increase the affinity of the matrix towards the reinforcement. Many options
exist in matrix selection; addition of a small percentage of Li or Mg to the matrix may be sufficient, or
contemporary Al-Li alloys such as 2090, 8090, 2091 etc. may be useful in enhancing bonding at the
whisker/matrix interface without degrading the strength of mullite.
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Table 3. Properties of SiC Infiltrated Mullite-Whisker Felt

Specimen Position Theoretical Density Flexural Strength (MPa) Fracture Toughness’
(%) (MPa/ m)
Top 84.6 79.6 2.18
Middle 86.9 972 315
Bottom 858 105.8 335

" Single Edge Notch Beam Method

The felt was also evaluated for possible use as a filter in coal gasification processing. Conversion of coal
to a gaseous fuel requires filtering of hazardous impurities from final gases to meet environmental and turbine
equipment requirements in advanced coal-fueled power generation systems. The criteria for successful use and
operation of porous filters requires not only thermal, chemical, and mechanical stability of the material, but also
long-term structural durability and high reliability. Preliminary results indicate that the mullite-whisker felt is
a very promising candidate. It showed good chemical stability in the tested gas atmosphere and had very high
collection efficiency.

SUMMARY

Processes for the preparation of mullite whiskers and rigid mullite-whisker felt have been developed and
patented. The 80% porous felt consists of randomly oriented mullite whiskers mutually intergrown, forming a
rigid structure. The felt is formed in-situ during processing shaped powder precursors; thereby eliminating the
health hazards associated with handling loose whiskers. Both the mullite whiskers and mullite-whisker felt are
promising new reinforcements for polymer-, metal- and ceramic-matrix composites. Additionally, the felt can
be used by itself as thermal insulation or high temperature chemically stable filters for liquids (melts) and gases
such as for coal gasification.
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FIGURE 3. SCANNING ELECTRON MICROGRAPHS OF MULLITE WHISKER FELT WITH
SUBSTITUTION OF (A) 0%, (B) 25%, (C) 50%, AND (D) 75% Als03 FOR AIF,
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ABSTRACT

Damped composite laminates were fabricated by co-curing viscoelastic damping film with
graphite/epoxy prepreg plies. The dynamic response of the damped plates was measured using an impulse
response technique and compared with the response of similar undamped laminates. Modal damping was
computed from the frequency response data. Micrographs of the damped laminates showed that the damping
layers retained their integrity during the fabrication process. The layers significantly increased the damping in
the composite laminates. The use of the constrained viscoelastic film as an integral part of composite structures
appears to be a feasible approach to passive vibration control. Composite plates manufactured with co-cured
damping layers may have commercial applications in cases where light weight, strength and vibration and noise
reduction are important considerations.

INTRODUCTION

Vibration control is an issue of prime importance in many structures subjected to external loads or
internally moving components. Often, the control of vibration is of such critical importance that active vibration
control systems are incorporated into the structure. While they may be effective, the use of active control
systems can add significant complexity, weight and cost to a design. Whenever possible, it is usually more
desirable to reduce vibration problems using passive methods such as dampers, additive damping material, or
highly damped structural materials.

Composite materials have important potential benefits in the area of passive vibration control.
Advanced composite materials can have significantly greater specific stiffness and damping than traditional
structural materials such as aluminum [1, 2]. An important aspect of composites is that, like the stiffness
properties, the damping capacity of composites can be controlled by the selection of materials and layup.
Composite material systems can be engineered to control specific vibration problems while addressing other
concerns such as stiffness, strength and toughness. Previous experiments have shown that the interlaminar
fracture toughness of a graphite/epoxy laminate is increased by as much as a factor of 10 by curing an adhesive
interply layer in the composite [3]. In addition, recent analytical studies have shown that the use of a
constrained viscoelastic layer in a composite laminate can significantly increase modal damping {4].

The aim of this study was to experimentally investigate the use of a constrained viscoelastic damping
material for passive vibration control of graphite/epoxy composite structures. The damping material was co-
cured with the composite to form laminates with internal damping layers at various locations. The dynamic
response of the composite plates was measured using an impulse response technique.
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METHODS

Fabrication of Damped [aminates
Composite laminates with various layups were manufactured by co-curing graphite/epoxy composite in

pre-preg form with a polymer damping material. The laminates consisted of T300/934 graphite/epoxy with a
60% fiber volume ratio combined with Scotchdamp ISD110 damping film (3M Corp., St. Paul, Minnesota).
Two different laminates were fabricated with the damping film, a [+45,/-45,/i/ +45,/-45,], ., laminate, and a
[+22.5,/-22.5,/i/ +22.5,/-22.5,],,,, laminate, where i refers to the interlaminar damping layer. Two additional
laminates were fabricated with the same layup, but excluding the damping layers, and one laminate with
interlaminar damping layers was fabricated for microscopic examination. All laminates were cured in a press at
175°C (350°F) and 345 kPa (50 psi). After curing, the laminates were trimmed to produce 28cm x 28cm plate
specimens.

Vibration Experiments
The panels were vibration tested in the free-free mode using an impulse response technique. The panels

were supported from one corner by a very flexible rubber band, such that the fundamental mode of the
panel/rubber band system had a frequency of less than 1 Hz. Impulse response tests were conducted by
impacting the center of the plate with an instrumented hammer, and measuring the response with an
accelerometer at one of four corner locations shown in Figure 1. The four locations were chosen to check the
repeatability of measurements. The accelerometer had a mass of 1.0 gm, compared to a mass of approximately
270 gm for the plate specimens.

The recorded impulse response data consisted of the averaged force and acceleration history from 10
impacts. Data was recorded with a digital data acquisition system using an acquisition rate of 10° samples/sec
and a record length of 16384 samples, for a total duration of .16384 sec. The data was transferred to a
computer to calculate the frequency response functions and damping in the frequency range up to approximately
1500 Hz.

Damping Computation
For the purpose of computing damping, it was assumed that in the vicinity of a resonance the response

was dominated by a single mode, which could be modeled as a single degree of freedom, viscously damped
system. A modification of the standard Nyquist circle fit method [5] was developed to compute the specific
damping capacity (SDC), ¥ [6].

The effect of the damping layer on the plates was evaluated by comparing the SDC for damped and
undamped plates as a function of frequency. The accuracy of the damping results was then evaluated by
synthesizing the frequency response function using the computed modal constants, and comparing the result with
the measured data.

RESULTS

There appeared to be no damage to the interlaminar damping layers as a result of the fabncation
process. Micrographs of sections cut from one of the plates showed that the damping film retained its integnity,
with no apparent delamination between the film and the adjacent composite plies (Figure 2). Rough areas visible
in the central region of the damping layer shown in Figure 2 are believed to be a result of the micrograph
specimen preparation process.

The synthesized frequency response functions were very close to the measured data (Figure 3},
indicating that the assumed modal model was a good representation for the behavior of both the damped and
undamped laminates.

251




The modal specific damping capacity for the undamped laminates was relatively constant over the
frequency range examined (Figures 4 and 5). At the low end of the frequency range the SDC for the damped
and undamped plates were comparable. The SDC for the damped plates increased with frequency, however, so
that at the upper end of the frequency range examined the SDC for the damped laminates was 2 to 3 times that
of the undamped laminates. The +22'4 laminates displayed some highly damped low frequency modes. It is not
known whether this was a real phenomenon related to the material, or if it was an artifact due to rotational
vibration of the plate/rubber band system. Apart from these low frequency modes, results for both layups were
very similar, in both the damped and undamped laminates.

A qualitative measure of the effect of the damping layer can be obtained by comparing the acceleration
time histories of the damped and undamped plates. The acceleration response decayed much faster with the
damped plate than with the undamped plate (Figure 6).

DISCUSSION AND CONCLUSIONS

The approach of co-curing a damping film with composite pre-preg appears to be very effective as a
passive vibration control measure. The damping layers significantly increase the modal damping in
graphite/epoxy laminates which are already relatively highly damped. Although it required a number of trials to
learn how to make the laminates, the processing is relatively straightforward. Micrographs indicate that the
damping layers maintain their integrity and bond well to the adjacent composite plies.

While the constrained viscoelastic layers increase the structural damping in the laminates, further work
should be done to determine how the layers influence the compressive strength, stiffness and impact resistance
of the matenals.

Determining the effect of a constrained viscoelastic layer on the dynamic response of composite
structures is complex. The energy dissipation comes primarily through shear deformation of the layer. An
important advantage of composite materials is that it is possible to tailor the material to optimize the in-plane
shear and resulting damping. Methods of predicting the damping capacity of composites, and the damped
dynamic response of structures are important if their benefits are to be realized.
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Figure 1: Schematic of the experimental configuration. Separate experiments were done with the
accelerometer at each of the four locations shown.
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Figure 2: Micrograph of the damping layer between composite plies after the fabrication process. The
damping layer appears to retain its integrity. The rough area at the center of the layer is believed to be a
result of the micrograph specimen preparation process.
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ABSTRACT

Highly reliable and available systems are critical to the airline industry. However, most off-the-shelf computer
operating systems and hardware do not have built-in fault tolerant mechanisms, the UNIX workstation is one
example. In this research effort, ARINC has developed a rule-based Expert System (ES) to monitor, command,
and control a UNIX workstation system with hot-standby redundancy. The ES on each workstation acts as an
on-line system administrator to diagnose, report, correct, and prevent certain types of hardware and software
failures. If a primary station is approaching failure, the ES coordinates the switch-over to a hot-standby
secondary workstation. The goal is to discover and solve certain fatal problems early enough to prevent complete
system failure from occurring and therefore to enhance system reliability and availability. Test results show that
the ES can diagnose all targeted faulty scenarios and take desired actions in a consistent manner regardless of
the sequence of the faults. The ES can perform designated system administration tasks about ten times faster
than an experienced human operator. Compared with a single workstation system, our hot-standby redundancy
system downtime is predicted to be reduced by more than 50 percent by using the ES to command and control
the system.

INTRODUCTION

Product reliability and availability are the two most important qualities that ARINC has been pursuing.
Currently, a number of systems and products are developed on computer systems running under the UNIX
Operating System (OS). Because most off-the-shelf UNIX workstations are general-purpose machines, ne fault
tolerant mechanisms are built into either the operating system or the hardware. Therefore, hardware or software
failures are not automatically detected by the OS utilities. In other words, most UNIX systems do not have any
built-in intelligent fault diagnostics, fault-correction, or failure-prevention capabilities.

This research project develops a monitor, command, and control ES acting as an on-line system
administrator to detect, report, correct, and prevent certain types of hardware and software failures on a UNIX
workstation system with hot-standby redundancy. The goal is to use the ES to discover and solve certain fatal
problems early enough to prevent system failure from occurring and therefore enhance the system reliability and
availability.

The reason we are investigating the potential of using the ES to monitor, command, and control the
UNIX workstation is because we need software to perform some of the system administrator’s jobs in a real
time, automatic fashion. Usually system administrators use rules of thumb logic gained through experience to
solve problems. ES are the most effective approach to capture and use rules of thumb logic to solve problems.

SYSTEM OVERVIEW
As shown in Figure 1, a redundant workstation system consists of two processors—A and B—both
powered on, where processor A is the original primary machine and processor B is the secondary. The two

processors communicate via StarLan.

Qne ES resides on each machine, and each ES accomplishes two tasks: (1) process self-checking and
hardware management and (2) hot-standby switch-over.
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Figure 1. Command and Control Expert System Overview

Processor Self-Checking and Hardware Resource Management

Each ES monitors the health (such as disk space usage, CPU usage, and application process health) of
the machine on which it resides. If hardware resource utilization reaches a certain threshold, the ES will first
try to correct the situation by taking some actions that a system administrator would take under the same
circumstances. If the ES detects problems that it cannot correct or problems that may cause system failure, it
will give warnings to the operator. Human intervention is needed in this situation.

Hot-Standby Switch-Over

The two ESs exchange the health information of their host processors with each other. They also
monitor the link between the two processors. If the ES on the primary processor detects potential fatal problems,
it will send a signal to the secondary processor, and the secondary processor will take over the primary role.
Because the switch occurs before the original primary processor failure, there is no system downtime.
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The ES uses human heuristic rules to monitor, command, and control the hot-standby redundant system
in real time. Unlike other commonly used fault tolerant systems, which take action after the failure occurs, this
ES tries to predict failure and take action before failures occur.

HARDWARE AND SOFTWARE SELECTION
Why Use Expert Systems?

A processor usually has multiple processes running simultaneously, has many peripherals, and handles
complicated communications. To ensure that the processor operates properly, and that tasks are performed
successfully, the processor health status have to be monitored and adjusted continuously. Ideally, problems
leading toward processor failure should be discovered and reported, if not solved, before the failure occurs.
However, most processors cannot perform self-checking and error-correcting by themselves, and it is unrealistic
to have human experts monitor and adjust the processors all the time. Therefore, in most applications, serious
problems or even failures occur before human experts issue correction commands.

ES are suitable tools for performing processor monitoring, command, and control for the following
reasons:

e Human experts use rules of thumb logic gained through experience to solve processor problems;
ESs are the most effective tool (in comparison with other types of software) to capture the rules
of thumb and use them to solve problems.

@ The two research areas of this project, i.e., processor self-tuning and the hot-standby switching,
do not necessarily need physical maneuvering. Control commands can be executed by software.

® The processor problems are rather complicated and therefore need specific knowledge and
in-depth reasoning to be solved. Conventional programs are not equipped with the features to
effectively capture and retrieve knowledge and reasoning.

@ Experts agree on solutions. Domain knowledge can be translated into rules and relationships.

@ Successful expert systems have been developed in similar applications [11].

Hardware Platform

The target processor for this project is the AT&T /6386, SCSI based workstation, running under UNIX
SYSTEM V OS. Two workstations are connected through a StarLan network.

We chose this hardware platform because of its similarity to the ARINC Tower Data Link Service
(TDLS). This would allow the results from this research effort to be easily used by TDLS or similar projects.
Because UNIX is a machine-independent OS, the research results could also be applied to other UNIX platforms
(such as SUN, HP) with little modification.

Software Development Tools

The ES shell chosen for this project is the Cxpert by Software Plus Ltd. Cxpert supports commonly used
knowledge representation methods such as Attributes, Frames, Procedures and commonly used inference chaining
methods such as forward chaining and backward chaining. Cxpert also provides query and window display
facilities. In addition, Cxpert knowledge representation language (KRL) is fully compatible with C language.
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UNIX PROCESSOR SELF-TUNING ES

Requirements Analysis

When application processes run on a UNIX processor, the hardware resources are used by these
processes. The health of the processor affects the performance of the applications. For instance, when the CPU
is overloaded, the response time of the application process is slower.

This ES prototype shall monitor and maintain the health of the processor in real time in three important
areas: disk space, CPU load, and process management. It will solve and report problems in a manner similar
to a system administrator, except that it can perform its task 24 hours a day continuously, while humans cannot
{because it would be too expensive to be practical).

Knowledge Formalization

The self-tuning (or resource management) ES shall handle the situations stated in the CONDITION side
of the following IF-THEN statements, and the action the ES takes is on the ACTION side of the statements.
The following IF-THEN statements are called production rules. They are the body of the ES knowledge base
(KB), and they are structured from human heuristics used to handle the same situations.

For disk space management, disk utilization in terms of disk usage percentage is checked every specified
time period, as follows:

IF disk usage reaches a certain user-defined high water mark, and

IF file archiving is necessary,
THEN the ES will archive the specified files to tape and then remove them from the disk to
create free disk space.

IF the files were archived earlier,
THEN only cleanup is performed.

IF disk usage increases at an abnormally fast rate,
THEN the ES will give the operator a warning.

IF disk usage reaches critical threshold (which means that after this threshold, any writing to

the disk has a high probability of failure),

THEN the ES will announce that the processor is approaching a failure condition, and when switch-over
is an option, it will initiate switch-over from the primary machine to the secondary machine.

The CPU load is monitored by the ES every specified time period, as follows:
IF the CPU is overloaded,
THEN, to improve system response time for critical processes, certain low priority processes will be

terminated.

IF the CPU is still overloaded,
THEN the operator will get a warning.

In many airline or communications related applications, certain application processes must run
continucusly. The process management part of this ES runs checks every specified period of time:

IF the critical processors are not running,
THEN the critical processes are restarted by the ES automatically.
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These are several of the simple but important scenarios that often occur on an applications processor.
We studied the logic and procedures a system administrator would take under these scenarios and reformulated
human knowledge into an JF-THEN format to facilitate ES implementation.

The ES can be expanded to handle more complicated and diversified problems, as long as the human
beuristic for those problems can be structured into logical rules.

High-Level Designing

The high-level design for the resource management ES is illustrated in Figure 2. Each block depicts
a logical function in the ES, and the arrow indicates data and its flow directions. This block diagram is applicable
to each one of the three areas above.

Dlagnose
+

Declsion

Monitor > 3 Action

Y Y

Log Display

Figure 2. Self-Tuning ES Block Diagram

The Monitor (for each one of the areas above) uses UNIX system administration commands to collect
resource utilization data. For example, the disk monitor function uses the df command to determine free disk
space and other information about disk usage. Monitor then processes this data so that it can be used by the
following processes depicted in the diagram:

® The Diagnose and Decision block is essentially a rule-based knowledge base that is formalized
from human heuristic to diagnose the health of the resource utilization. This knowledge base
fires different rules according to the information from the Monitor. The result of a fired rule
is an action item, which selects and executes the proper action(s). This block also sends the
action item into the log and display blocks.

e The Action block is a set of functions that will maintain the health of the processor resource
usage.

L The Log saves the action item, time stamp, and brief health message onto disk storage.

@ The Display displays health information and action items on a window system.

Implementation Details

For all three managed areas, the implementation is similar. Monitor and Action are implemented by C
language, Diagnose and Decision and Log are implemented by Cxpert KRL, and Display is implemented by the
Cxpert Hyperwindow system.

263




Performance Test

Test-run results show that the hardware resource management ES can handle all the fault scenarios
described above and execute corrective actions regardless of the sequence of faults. The ES behavior is fully
predictable. The one-round (i.e., a visit to the three targeted areas once) ES execution time is less than 15
seconds, which is much faster than comparable human action. A more sophisticated ES may have a longer
one-round execution time, but it will still be much faster than manual operation. The performance speed can
be improved by using C or C+ + language for coding. In addition, operator error can be avoided because all
the proper actions that the ES takes are pre-coded into the ES and tested.

HOT-STANDBY SWITCHING ES

Reguirements Analysis

As shown in Figure 2, the hot-standby redundant system consists of two identical UNIX processors
linked by StarLan Ethernet for peer-to-peer communications. When the system is first started up, one processor
is designated to be primary and the other to be secondary. Hot-standby implies both machines are powered,
and both are accepting and processing the same input. However, only the results of the primary processor are
used as system output. Hot-standby switching requires that when the primary processor fails, the primary role
is switched to the secondary processor within a specified period of time. This period of time must be short
enough so that the outside world will not be affected by the processor failure.

Many mechanisms can be used to initiate hot-standby switching[7]. The ES uses the following
mechanism:

Each processor uses the self-tuning ES to check its own health and sends its health information
to its peer processor via the StarLan link. If the primary processor detects its own failure, it
stops its normal operation and sends a signal to the secondary processor. The secondary
configures itself to be the primary processor and picks up the operation where the other
machine stopped.

Knowledge Formalization

The production rules for the hot-standby switching ESs in the two machines are slightly different because
of the different roles they play. The two processors use the self-tuning ES to check self-health and send this
information to their peer processor via the link. In the meantime, each processor tries to read the health of the
other machine. ‘

In the primary machine-hosted ES, the rules are as follows:
IF the StarLan link is healthy, and
IF the secondary processor is healthy, and

IF the primary is going to fail (in the prototype, only disk problems are
considered as fatal),

THEN the primary stops its output, announces its failure to the secondary, and sends
out a switch-over command.

IF the secondary processor is NOT healthy,
THEN the primary processor will report that its peer is dead; no switch-over is allowed under
this circumstance.

IF the link is dead,
THEN the primary machine will report this; no switch-over is allowed under this circumstance, either.
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In the secondary processor, the rules are as follows:
IF the link is healthy, and
IF the secondary is healthy, and
IF the primary is dead, and

IF the primary sends a signal for switch-over,
THEN the secondary processor reconfigures itself to be primary and
announces that it is primary now.

IF there is no switch signal from the primary,

THEN the secondary will announce this fact, but no switch-over
occurs. (Note: this rule is intended to avoid a race condition between
the two machines for the primary role and confuse or upset the
outside world. A more elaborate rule set will allow the secondary to
take over without the primary switch signal.)

IF the secondary is dead,
THEN it will notify the primary, and no switch signal will be sent to the secondary in case of
primary failure.

IF the link is dead,
THEN no switch-over is allowed.

Listed above are some simple rules to control and coordinate the hot-standby switch-over process. More
elaborate rules are necessary for a real operation context. These rules are for prototyping purposes only. The
ES can be expanded to handle more complicated situations.

High-Level Design

Figure 3 illustrates the functional blocks in the hot-standby switching ES. The functionality of each block
is explained by the block name. The ES high-level design is the same for both ESs, except that the primary
machine has the Send Switch while the secondary machine has the Receive Switch.

Self-Health Self-Health
Check Send
A
Link Switch-Over | Peer
Check KB T~ Check

v \ N

Switch
Log Send/Recelve

Display

Figure 3. Hot-Standby Switching ES Block Diagram
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Prototype Console Display

Figure 4 shows the primary and secondary machine console display. In the DISK window, machine disk
space usage is given as a percentage. The ES action for self-tuning is also shown in the window. In the CPU
window, average run queue size, average queue occupancy data, and the ES action for process control (such as
start/kill process) are displayed. The PEER window shows weather the peer processor is healthy. The LINK
window shows weather the RFS is still running on StarLan. The SWITCH window shows weather the host
machine is primary or secondary. The LOG window logs the time, problem, and action taken by the ES.

There are also colors associated with the windows to indicate the status of the related area. If a critical situation
occurs in a certain area, the corresponding window will turn red; if a warning occurs, the window will turn white,
ete.

Primary Display: Secondary Display:
DISK cPU DISK CPU
AVERAGE QUEUE: 1.2
AVERAGE QUEUE: 1.2 USAGE[%]: 272 QUEUE USAGE[%]: 18
USAGE[%]: 27.2 QUEUE USAGE[%]: 18 3
ACTION: HEALTHY ACTION: CRITICAL PROC ACTION: HEALTHY ACTION: HEALTHY
STARTED
PEER LINK SWITCH PEER LINK SWITCH
HEALTHY HEALTHY PRIMARY HEALTHY HEALTHY SECONDARY
LOG LOG
$1329 16:13:18 DISK  HEALTHY
PSRN AR resranronoc e e T
1329 16:13:28 CCES2 HEALTHY $132916:13:32 BOTH  HEALTHY

Figure 4. Prototype Console Display

Implementation Details

The Switch-Over Knowledge Base (KB) is implemented by Cxpert KRL, and the rest of the blocks are achieved
by C functions.

The hot-standby switching ES incorporated the ES in the section titled "UNIX Processor Self-Tuning ES" for
processor self-checking and self-tuning,

In this ES, in addition to the knowledge base, the technical challenge is the Inter-Process Communication (IPC).
Regular IPC facilities such as message queues, unnamed pipes, and semaphores cannot communicate across the
network, and the named pipes cannot satisfy the independency requirement between the two processors. This
ES implementation uses a unique and innovative method that combines the StarLan Remote File Sharing (RFS)
facility with file and record-locking techniques to accomplish the peer-to-peer communication across the network.
This implementation will allow the two processors to operate independently if the link or one of the processors
is dead. It will also allow the two processors to operate cooperatively if the link is healthy and both of the
ProCessors are running.

Performance Test

In addition to all the faulty scenarios presented in the section titled "UNIX Processor Self-Tuning ES", tests are
generated to simulate link failure, primary failure, secondary failure, and both processor failures. The ES
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performs correctly under these circumstances. The one-round execution time (which is the time that the ES takes
to check the three self-tuning areas, the peer, and the link once) is less than 30 seconds, which means that the
secondary will take over the primary function in less than 30 seconds in case of primary failure. A more
sophisticated ES may have a longer one-round time, but performance speed can be improved by using C or C+ +
language to avoid Cxpert KRL overhead costs.

CONCLUSIONS

Command and Control Expert System (CCES) Potential Applications

The commercial application of the ARINC CC ES is very wide, because its knowledge base captures
general UNIX system administration knowledge, and the rules that CCES uses are applicable to any TUNIX
system with little or no design change. Only the detailed implementation may vary for different platforms. For
example, in the air traffic control industry, this ES has potential applications in a number of FAA directed
services, the TDLS is one example.

Conclusions

The UNIX processor self-tuning ES prototype allows the processor to have better hardware resource
management and, therefore, better performance and less chance of failure.

The hot-standby switching ES prototype provides coordination, command, and control to the switch-over
process and, therefore, reduces system downtime and improves system reliability and availability.
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Abstract

During numerous contacts with a satellite each day, spacecraft analysts must closely monitor real time data
watching for combinations of telemetry parameter values, trends, and other indications that may signify a
problem or failure. As the satellites become more complex and the number of data items increases, this
task is becoming increasingly difficult for humans to perform at acceptable performance levels. At the
NASA Goddard Space Flight Center, fault-isolation expert systems are in operation supporting this data
monitoring task. Based on the lessons learned during these initial efforts in expert system automation, a
new domain-specific expert system development tool named the Generic Spacecraft Analyst Assistant
{GenSAA), is being developed to facilitate the rapid development and reuse of real-time expert systems to
serve as fault-isolation assistants for spacecraft analysts. Although initially domain-specific in nature, this
powerful tool will readily support the development of highly graphical expert systems for data monitoring
purposes throughout the space and commercial industry.

Introduction

NASA's Earth-orbiting scientific satellites are becoming increasingly sophisticated. They are operated by
highly trained personnel in the mission’s Payload Operations Control Center (POCC). Currently at the
Goddard Space Flight Center (GSFC), missions utilize either a dedicated control center (e.g., LANDSAT and
the Hubble Space Telescope) or share resources in the Multi-Satellite Operations Control Center (e.g.,
Cosmic Background Explorer and the Gamma Ray Observatory). In either case, POCC personnel called
Flight Operations Analysts (FOAs), are responsible for the proper command, control, health, and safety of

the satellitel [3].

The satellite control centers operate round-the-clock throughout the lifetime of the spacecraft. There are
typically multiple real-time communications events daily with each satellite. During these events, the FOAs
must:

- gstablish and maintain the telecommunications link with the spacecraft,

- monitor the spacecraft’s health and safety,

- send commands or command loads to the satellite for on-board execution,

- oversee the transfer of the scientific data from the on-board tape recorders to ground systems for
processing and analysis, and
— manage spacecraft resources (including on-board memory, batteries, and tape recorders).

To accomplish these activities, the analyst must thoroughly understand the operation of the spacecraft and
ground systems and continuously monitor the current state of operations as indicated by telemetry parame-
ters displayed on the POCC consoles. During an event, the analyst typically monitors hundreds of telemetry
parameter values on multiple display pages that may be updated several times per second. Such large
volumes of low-level information can overwhelm analysts and disrupt their ability to identify and resclve
conflicting constraints. They may soon be unable to consistently monitor all of the information available.
The need to automate some data monitoring functions is apparent.

Expert system technology is proving to be effective in automating some spacecraft monitoring functions.
This paper first summarizes CLEAR, the first real-time spacecraft monitoring expert system deployed at
GSFC. The paper then reviews several lessons learned from CLEAR and other monitoring and fault isola-
tion expert system projects undertaken at GSFC, thereby establishing the foundation of a domain-specific
expert system development tool called the Generic Spacecraft Analyst Assistant (GenSAA). This new tool
will be introduced followed by a discussion of its capabilities, architecture and benefits, its potential uses in
industry, and the approach for adapting this tool to other domains.

1. This paper is based on a previous publication by Hughes, P. & Luczak, E. (October, 1991), reference 3.
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Figure 1. Black & White Photo of the CLEAR User Interface

CLEAR: Breaking New Ground

The Communications Link Expert Assistance Resource (CLEAR) is the first operational expert system at
GSFC that automates one of the spacecraft analyst’s tasks [2]. It is a fault-isolation expert system that
supports real-time operations in the POCC for the Cosmic Background Explorer (COBE) mission. CLEAR
monitors the communications link between COBE and the Tracking and Data Relay Satellite (TDRS), alerts
the analyst to any problems, and offers advice on how to correct them.

CLEAR is a forward chaining, rule-based system that operates in the COBE POCC. It monitors over 100
real-time performance parameters that represent the condition and operation of the spacecraft’s
communications with the relay satellite. Using this information, together with knowledge of TDRS
operations, COBE’s on-board communications system and the expected configuration of the scheduled event,
CLEAR accurately portrays the status of the communications link.

Textual and graphical information about the condition of the COBE/TDRS/ground communications links is
displayed in a tiled-window format (Figure 1). A graphics window displays the elements of the
communications network from the COBE Spacecraft to the POCC; green lines represent healthy links
between elements. When the performance parameters indicate that a communications link or processing
system is degrading or down, the associated line or icon turns yellow or red, respectively. The display
enables analysts to assess the current status of the communications event in a quick glance.

When CLEAR isolates a problem, a short description of the problem is displayed in the “problems” window.
If multiple problems are found, the problem descriptions are ranked and displayed in descending order of
criticality. CLEAR suggests analyst actions to correct the problem; however, the system does not take any
corrective action itself.

To further assist the analyst and to provide support for its advice, the CLEAR system provides an
explanation facility. When the analyst selects a problem displayed in the problems window, CLEAR
provides a detailed explanation of why the expert system believes that the problem exists.

CLEAR has approximately 165 rules and isolates approximately 75 different problems. The types of
problems include: non-reception of data within the control center (system or communication problems, or
data reporting not activated); misconfigurations between the COBE POCC and the TDRS ground station
(coherency/non-coherency, doppler compensation on/off, power mode, actual TDRS in use, antennae
configurations); discrepancies in telemetry rate or format; inactive or non-locked links; and degrading or
critical signal strength situations [6].
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CLEAR operates on any of the seven PC/AT-class workstations that are used for console operations in the
POCC. It is written in the 'C' language and uses the 'C' Language Integrated Production System (CLIPS)
and a custom-developed graphics library.

The CLEAR Expert System has supported the COBE Flight Operations Team since launch in November
1989. It is used to monitor nearly all of the TDRS supports (COBE occasionally communicates directly to
the Wallops ground station) and is regarded as the fault-isolation “expert” for the COBE/TDRS telecommuni-
cations link. CLEAR represents a successful attempt to automate a control center function using an expert
system. It has been adapted for the Gamma Ray Observatory and was utilized during early orbit.

Lessons Learned

Several important lessons have been learned from the experience gained in developing and operating
CLEAR [2]. Key lessons have also been learned from other monitoring and fault isolation expert systems
developed recently at GSFC, including the Ranging Equipment Diagnostic Expert System (REDEX) [5], and
other systems. These lessons learned have strongly influenced the definition of GenSAA.

Qmm T]he rule-based method of knowledge representatlon has proven to be quxte powerful for
fault-isolation in spacecraft operations. Production rules provide a direct method of encoding the
fault-isolation knowledge of spacecraft analysts; the if-then structure closely parallels the stimulus-response
behavior that they develop through extensive training. This knowledge can be translated smoothly into rule
form. The development of CLEAR would have taken much longer using conventional, non-rule-based
pmgrammmg techniques.

Knowledge eeTing 3 : g : Early in CLEAR’s development, the
@mmary concern was the percelved dlfﬁculty of the knowledge acquisition effort. However, the knowledge
engineering task was found to be relatively straightforward, albeit time-consuming. The development of the
rule base was a lengthy process due to the interactive nature of the knowledge acquisition. Basically, the
expert would describe a specific piece of knowledge to the “knowledge engineer” who would attempt to
transcribe it into a rule and pass it back to the expert for validation. When the rule accurately represented
the piece of knowledge (which usually took multiple iterations between the expert and the knowledge
engineer), it was passed to the test team for formal testing, and then, finally, released for operational use.

The involvement of various players in this process resulted in long turnaround times from the point at which
a piece of knowledge was determined to be important until it was translated into a rule and placed into
operation. It was recognized that an integrated tool that simplified modifications to the knowledge base or
user interface could signiﬁcantly accelerate this process.

Allow the d ation. The CLEAR development team learned
that the know}iedge structure of the fault-lsolatxon process employed by the FOAs is shallow (i.e., the
identification of a problem generally does not rely on the identification of other subproblems, and so on).
Most of the problems identified by the analysts were discrete problems that seldom overlapped other
problems. Conflicts between rules were minimal; this simplified testing, verification, and validation of the
rulebase.

The participation of the analyst in knowledge acquisition and translation has many advantages. First, it
can reduce the knowledge translation time and, more importantly, reduce knowledge translation errors that
sccur when a knowledge engineer formulates rules based on the knowledge extracted from documentation or
interviews with the domain expert. Second, the verification and validation of the knowledge will be
facilitated since the expert will better comprehend the rulebase. Third, the in-depth understanding of the
knowledge base and its capabilities is likely to result in a higher degree of user confidence in the system
thereby ensuring user acceptance.

: to fine e the expe afte 5 eTa al. For CLEAR, the rule-based method
of kmwledve representation has prov1ded the ﬂex:blhty to easﬂy adapt the knowledge base to unforeseen
changes in the operational behavior of the spacecraft. For example, even though the operational nature of
COBE was fairly accurately understood by the design engineers and flight operations team before the
launch, slight behavioral variations and complications arose once the spacecraft was in orbit. Although the
FOAs were able to adjust to such variations quickly, some of the ground systems required complex software
modifications. However, the changes required to CLEAR'’s rule-base were simple and quickly implemented.
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After modification, CLEAR provided consistent operational assistance. It is important to provide the
capability to modify an operational expert system in a controlled, yet straightforward way.

¢ Don’t underestim he in ion process. One of the most valuable lessons learned is that while
prototypes can often be developed rapidly, operational expert systems require considerable effort. A major
factor in this effort is the difficulty of interfacing the expert system to the data source.

The CLEAR development team learned that most of the development time for the operational system was
spent on issues not directly related to the construction of the knowledge base. A surprising amount of effort
focused on the integration of the expert system with the data source and graphics display system. This
required in-depth programming knowledge of the interfacing systems and the ability to troubleshoot prob-
lems within them. Provide tools to simplify the complicated task of integrating the expert systern with the
interfacing systems and, if possible, reuse any interface code developed for a similar (expert) system.

e Don’t neglect the user-interface, The human-computer interface is frequently the most underdeveloped
component of an expert system. An effective user interface is inviting, comprehensible, credible, and simple
to operate. To make it inviting, simplify the display layout and present only that information needed to
efficiently perform the task. Graphics can greatly enhance the visual communications of a system; capitalize
on their expressive power to provide system output that can be assimilated quickly and accurately.

° hical di m illustr h i nitored. Users have responded very positively
to the use of schematic displays that graphically represent system status and fault locations. Analysts and

technicians usually learn about the systems they monitor by studying system block diagrams in training
classes and reference manuals. By using similar block diagram displays, a monitoring expert system can
present status to the user in a familiar and intuitive format. Color coding of status conditions on such
displays has been found to be an effective way to present succinct status summaries.

* Make the system easy to operate, Operation of the expert system should be simple enough that the user
can concentrate on the problem, not on how to operate the system. The following techniques were applied in

CLEAR and REDEX to simplify operation:

- Reduce user input to a minimum. CLEAR operates in a highly autonomous mode; no user input is
required after system initialization. CLEAR has been well-accepted by its users, partially because it

operates as an independent intelligent assistant, allowing the spacecraft analyst to focus on other
responsibilities during real-time satellite contacts.

- Use hypergraphic techniques, These techniques [1] enable the expert system user to quickly select and
display desired diagrams by clicking on link buttons that appear on each diagram. Links can be used to
create diagram hierarchies, off-page connections, diagram sequences, and other structures.

These lessons learned have actuated the definition and development of GenSAA.

GenSAA
Overview

GenSAA is an advanced tool that will enable spacecraft analysts to rapidly build simple yet highly graphical
expert systems that are capable of performing real-time spacecraft monitoring and fault isolation functions.
Expert systems built using GenSAA will assist spacecraft analysts during real-time operations in spacecraft
control centers. The use of GenSAA will reduce the development time and cost for new expert systems in
this domain. GenSAA will allow graphical displays and fault-isolation knowledge to be reused from mission
to mission.

Expert systems developed with GenSAA will have the following characteristics:

» Easily created and modified— The process for developing specific expert systems using GenSAA will be
straightforward enough that it can be performed by trained spacecraft analysts on the flight operations
team. No compilation step is necessary before executing the expert system.

s Rule-based— GenSAA will support the use of rules to represent spacecraft and payload monitoring and
fault isolation knowledge. Rule-based representations are easily learned and can be used to describe many
of the reasoning processes used by spacecraft analysts.

* Highlv graphical- The GenSAA operational user interface will support both textual and graphical
presentations of health and status information and fault isolation conclusions. GenSAA user interfaces are
built with the GenSAA WorkBench which uses the X-window toolkit and the Motif widget set. Hyperlink
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technigues will be supported to simplify navigation between GenSAA windows.

rently interfaced with th rce— Initially, GenSAA will be used to create expert systems
that will support analysts in spacecraft control centers that use the new Transportable Payload Operations
Control Center (TPOCC) architecture. TPOCC is a new Unix-based control center system architecture that
will be uvsed on many new spacecraft missions at GSFC. GenSAA will be adaptable to also support
non-TPOCC data interfaces.

eal time— GenSAA expert systems will be driven by real time spacecraft telemetry that indicate the
mnent smms of the spacecraft and its operation.

GenSAA is being developed as a generic tool to support the development of expert systems in any
TPOCC-based control center such as SAMPEX, Wind/Polar, SWAS, SOHO, and others. However the initial
use of GenSAA will be targeted for the SMEX and ISTP series of missions. SAMPEX flight operations team
members have expressed a need for a tool like GenSAA, and the launch timeframe for SAMPEX, the first
SMEX mission, is compatible with the GenSAA development schedule.

GenSAA Architecture

GenSAA is an advanced, domain-specific tool for developing spacecraft control center expert systems. It is
analogous to many commercial expert system shells because it facilitates the development of specific expert
systems. However, GenSAA is tailored to the specific requirements of spacecraft analyst assistant expert
systems in TPOCC control centers.

GenSAA operates in the TPOCC environment and shares many of TPOCC’s architectural features. The
TPOCC architecture is based on distributed processing, industry standards, and commercial hardware and
software components. It employs the client/server model of distributed processing, the Network File System
(NFS) protocel for transparent network access to files, and the X Window System (X.11) with the Motif li-
brary and window manager for the graphical operator interface. A TPOCC configuration consists of a small
set of specialized front-end processors and Unix-based workstations on an Ethernet network using the
TCP/IP network protocol. GenSAA operates in this environment.

Figure 2 shows the major elements of GenSAA. They are divided into two sets: the GenSAA Workbench and
the GenSAA Runtime Environment. The Workbench is used in an off-line mode to create a specific GenSAA
Expert System and the Runtime Environment is used to execute the GenSAA Expert System to support
real-time operations in a spacecraft control center. These elements are described in the sections below.

The GenSAA Workbench

The GenSAA Workbench is composed of three utilities that enable a spacecraft analyst to create a GenSAA
expert system. A GenSAA expert system is a specific expert system that performs real-time monitoring and

GenSAA
WorkBench

GenSAA
Runtime
Components

Figure 2. The Elements of GenSAA
272



GenSAA
WorkBench

Reusable
Application
Components

GenSAA
Runtime
Components

GenSAA Expert System

Fi 1
fault isolation functions in a TPOCC spacecraft control center.
The GenSAA Workbench will operate in an off-line mode on a Unix workstation. A GenSAA expert system is
created by defining the expert system's runtime specifications using the GenSAA Workbench. Figure 3

illustrates that these specifications, called Reusable Application Components, together with the GenSAA
Runtime Components, compose a GenSAA Expert System. The GenSAA Workbench utilities are as follows:

e Data Manager— This utility is used to create the Data Interface Specification for a GenSAA expert system.
The Data Interface Specification defines four types of data that are used by the GenSAA expert system
during real-time operations:

— Mission data— Mission data variables represent real-time status of the monitored spacecraft and related
ground support systems. (mission variables are sometimes called telemetry mnemonics.) Values for these
variables are received and updated during spacecraft operation periods from the TPOCC Data Server
process, which is part of the TPOCC software. Using the Data Manager, the GenSAA Workbench user
selects the mission variables needed for the expert system being created from a list of all the mission
variables available from the TPOCC Data Server. Values for only those variables selected will be received
by the expert system during run-time.

— User-defined data— User-defined data variables represent expected operating modes and equipment
configurations. For example, a user-defined data variable might represent the setting of a switch that
determines which of two redundant components is to be used. Values for these variables are entered by the
spacecraft analyst during spacecraft operation periods.

— Inferred data— Inferred data variables represent conclusions inferred by rules in the rule base. For
example, an inferred data variable might represent the health or fault status of a component in a spacecraft
subsystem. (The name of an inferred data variable together with its current value is called an inferred fact.)
Values are assigned to these variables by actions executed in the “then” part of rules that fire.

— Externally Generated GenSAA (EGG) data— EGG data consists of Inferred and User-Defined data which
is identified by the user as being "public”. These data are routed to the GenSAA Data Server to make them
available to any process requesting them by name. For example, one GenSAA expert system may require
information about the status of a subsystem which is being monitored by another GenSAA expert system.
Such inter-expert system communication is conducted through EGG data.

* Rule Builder— This utility is used to create the rule base for a GenSAA expert system. The rule base is a
set of expert system rules in “condition-action” (“if - then”) format that may infer new facts based on
currently asserted facts. The inference engine controls the firing of rules in the rule base during execution of
the GenSAA expert system.
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During run-time, if all the conditions of a rule are satisfied, then the rule fires and all its actions are
performed. Conditions can be constructed using the mission, user-defined, and inferred data variables
specified with the Data Manager. Actions may include: asserting/retracting an inferred fact,
enabling/disabling a rule or ruleset, performing a mathematical calculation, and displaying text messages on
the user interface. Templates are provided for specifying conditions and actions thereby allowing a user to
build rules quickly using drop-and-drag techniques.

User Interface Builder— This utility is used to create the User Interface Specification for a GenSAA expert
system. The User Interface Specification defines the user interface windows and the layout and behavior of
the graphical objects that comprise the operational user interface of the GenSAA expert system.

The Workbench user can use a variety of X-toolkit and Motif widgets, including pushbuttons, option menus,
scrolling text lists, user-created graphical icons, and data-driven objects such as meters and gauges. The
designer constructs a user interface by selecting graphical objects from a palette or drawing them with the
graphies tools provided and placing them wherever desired. Lines can be drawn using connector items to
create animated schematic diagrams. The Workbench user can associate each graphical object with a
mission, user-defined, inferred data, or EGG variable, and specify how changes in the value of the variable
will affect the presentation of the item. Characteristics of a graphical object's behavior that can change
based on the value of its associated data variable include its color, the icon displayed, and the position of the
dynamic portion of a data-driven object. Simple drawing editors are provided to allow the creation of new
graphical icons. Any graphical object can also be specified to be a hyperlink button; clicking on such a
button during run-time can cause a window to be displayed, or cause an informational pop-up window to
appear.

The GenSAA Workbench utilities are highly interoperable and use a graphical, direct-manipulation method
of interaction (commonly referred as "point-and-select” or "drag-and-drop") to facilitate use. For example,
when using the Data Manager, the user may select a given mission mnemonic to be included in the Data
Interface Specification. Later, when using the Rule Builder, the user can drag the mnemonic from the Data
Manager into a condition of a rule. Similarly, when using the User Interface Builder, the user can drag a
GenSAA data variable onto a graphical item in the user interface to associate the variable with the graphical
object. This pointing technique prevents keyboard mistakes and is faster than typing.

In Figure 3, the outputs of the GenSAA Workbench utilities are described as reusable application
components. These components will be placed in a library so that they can be reused in creating the
specifications for new GenSAA expert systems. Operations like cut and paste will be available to allow
portions of previously created specifications to be used in constructing a new expert system.

GenSAA Runtime Environment

The elements of the GenSAA Runtime Environment are called the GenSAA Runtime Components; they are
used without change in each GenSAA expert system. They control the operation of a GenSAA expert system
during its execution in a TPOCC control center. They read the Data Interface Specification, Rule Base, and
User Interface Specification files to determine the specific behavior of the GenSAA expert system. The
GenSAA Runtime Framework is implemented as a pair of Unix processes that communicate with one
another via message queues. Their functions are as follows:

r Interfa roce This component manages the user interface of the GenSAA Expert system. It
dxspiays user mterface windows that contain both text and graphics. Color is used to enhance the display of
state data. Data-driven display objects are associated with telemetry values received from the TPOCC data
server and inferred facts and conclusions received from the Inference Engine. In response to user inputs
that include hypertext button events, the User Interface displays selected graphics windows, help text, and
other informational text. The user interface windows, data-driven objects, and interaction objects are
defined in the User Interface Specification that was generated by the GenSAA User Interface Builder .

Interfa system— This sub-element of the User Interface Process requests telemetry from the
’M)@CC Data \erver as specified in the Data Interface Specification. It formats the real-time data it
receives and makes it available to the Inference Engine and User Interface components.

o Inference Engine Process— This component manages the firing of rules in the rule base. A rule is fired
when all its conditions are satisfied; the conditions will often involve the current values of telemetry,
user-defined, and inferred data variables. Inferred facts and messages may be sent to the User Interface
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component and displayed to the FOA as defined in the User Interface Specification. NASA's ‘'C' Language
Integrated Production System (CLIPS) inference engine forms the core of this component.

The operational interface with the FOA will typically include color schematics and animated data-driven
objects (such as rotating meters, sliding bar graphs, and toggle switches) that graphically display the
dynamic values of telemetry data, user-defined data, and inferred conditions. The user interface will also
typically contain hypertext and hypergraphic links to make it easy for the spacecraft analyst to quickly
display graphics windows.

Figure 4 shows a completed GenSAA expert system in operation. A GenSAA expert system will execute on a
Unix workstation in the control center. A dedicated Unix workstation is not required, i.e., 2 GenSAA expert
system can execute on the same workstation as other TPOCC processes. However, to avoid potential
performance impacts, the initial GenSAA expert system will reside on a dedicated Unix workstation in the
SMEZX POCC connected to the TPOCC Local Area Network.

During operation, a GenSAA expert system will interface to the TPOCC software via the TPOCC Data
Server process. This interface will use the standard external interface conventions defined by the TPOCC
Project. For example, a GenSAA expert system simply submits a request to the TPOCC Data Server process
for the telemetry items that were specified in the expert system. No additional data or commands are sent
to any of the TPOCC processes.

Implementation

The GenSAA development team is utilizing a spiral development approach in which two prototypes and an
operational system will be implemented. The first prototype, called the 'Proof-of-Concept Prototype,
investigated the basic concepts of GenSAA and was completed in August, 1990. The second, called the
'Functional Prototype', demonstrated the functional characteristics of the GenSAA Workbench. This
prototype was completed in October, 1991 and was used to assess and refine the functional requirements for
the operational system. The operational version is scheduled for release in mid 1993.

GenSAA will be implemented in C++ using an object-oriented design. This approach has been selected
because of the following four benefits: First, it will allow the reuse of an existing class library developed at
GSFC (Code 522) for the rapid development of software. Second, it will promote modularity and ease
integration of the software components that will comprise GenSAA. Third, it will allow the core modules of

Figure 4. A GenSAA Expert System in Operation
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GenSAA to be implemented so that the system can be
extended for future missions or industrial use without
major design changes or extensive recoding. Fourth,
the GenSAA development team is optimistic that the Telemetry
object-oriented approach will facilitate maintenance of Data
this system.
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Multiple GenSAA Expert Systems

GenSAA expert systems are intended to be relatively Telometry
simple expert systems with small rule bases that are Data
typically developed by a single analyst. A typical

GenSAA expert system might monitor and isolate

faults for one subsystem on board a spacecraft. To

handle more complex monitoring situations, involving,

for example, several spacecraft subsystems, multiple Figure 5. Sharing data among multiple
GenSAA expert systems can be built each responsible GenSAA Expert Systems

for a discrete subsystem or function. During operation, these expert systems would execute concurrently
and could share key conclusions with one another using a "publish-and-subscribe" model of communicating.

Data
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To perform the publish-and-subscribe method of information sharing, a fourth component of the GenSAA
Runtime Environment, the GenSAA Data Server, is used to serve as a central repository to which GenSAA
Fxpert Systems can "publish” information and from which other "subscribing” GenSAA Expert Systems can
receive the information when published. As shown in Figure 5, the GenSAA Data Server is a Unix process
that can receive a real-time stream of user-defined and inferred data variable updates from any GenSAA
expert system. The GenSAA Data Server distributes the data to any GenSAA expert system that has
requested it. A given GenSAA expert system only receives those variables it specifically requested
{(subscribed). The data received by a GenSAA expert system from the GenSAA Data Server is called
externally generated GenSAA (EGG) data. A GenSAA expert system receives EGG data via its Data
Interface component in exactly the same way as it receives telemetry data from the TPOCC Data Server.

Within a GenSAA expert system, EGG data can be used in the conditions of rules, and can be associated
with display items in exactly the same way as mission, user-defined, and inferred data. The Workbench
supports the selection of EGG data as a fourth variable type. The Workbench also allows any local
user-defined or inferred data to be specified as public, to cause it to be sent to the GenSAA Data Server, and
thereby shared with other GenSAA expert systems.

Benefits of GenSAA

The following benefits are expected to be realized by using GenSAA to build spacecraft monitoring expert
systems for future NASA missions:

\seists the [ ing— FOAs monitor real time data looking for combinations of
teleme ry parameter values trends and other indications that may signify a problem with the satellite or its
instruments. The expert systems created with GenSAA will assist the FOAs with the tedious task of data
monitoring and allow them to focus on other, higher-level responsibilities during real-time contacts with the
satellite. This, in turn, will likely result in more efficient and effective operations.

The b@hmmr of an orbxtlng sate]hte is qu1te dynamic and occasmnally dlﬁ‘erent than antlclpated To quickly
create or modify expert systems that can effectively monitor satellites, tools are needed that allow analysts
to formulate rule bases easily without the intervention or delay of knowledge engineers and programmers.
Several benefits are expected by eliminating these traditional developers. Analysts will be able to create
rules guickly in response to unforeseen changes in spacecraft behavior or operational procedures. Also,
knowledge translation errors will be reduced or, at least, more easily corrected. Knowledge translation
errors are errors which are inadvertently introduced during the process of translating a piece of expert
knowledge into rule form.

¢ Serves as 3 training tool— In addition to assisting the FOAs with real-time spacecraft operations,
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GenSAA will be useful as a training tool in two ways. First, by utilizing the playback utilities provided by
TPOCC, analysts will be able to replay a previous spacecraft communications event. Thus, a student analyst
can observe how the expert system handles a specific problem scenario. Exercises like this will provide a
realistic, hands-on environment for training FOAs in a safe, off-line mode. Second, experience from previous
expert system projects indicates that the development of rules used in an expert system is a beneficial
mental training exercise for the FOA. When FOAs create rules themselves, they must consider alternatives
more closely and may therefore develop a deeper understanding of the problem domain. This approach may
enable more effective fault isolation methods to be identified.

e Protects against loss of expertise— Another benefit of automating fault-isolation tasks with rule-based
systems is that the resulting rule base serves as accurate documentation of the fault-isolation method. The
rule base can be studied by student analysts to learn about fault-isolation technigues. Even more
importantly, mission operations can be better protected against the effects of personnel turnovers. POCC
expert systems that capture fault-isolation knowledge preserve expertise from mission to missien and
mitigate the impact of the loss of experienced FOAs.

Applicability to Industrial Systems

Although initially developed to support real-time data monitoring in satellite control centers, GenSAA will
support the rapid construction of highly graphical expert systems for a variety of applications throughout
industry. The Rule Builder and User Interface Builder of the GenSAA WorkBench facilitates the
development of a knowledge base integrated with a graphical user interface complete with multiple
windows, user input 